
Proposta recebida em Dezembro 2024 e aceite para publicação em Outubro 2025.

Dependência: o conceito e as gramáticas
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Resumo

As Gramáticas de Dependência (GD) têm ganhado
destaque nas últimas décadas, sobretudo em virtude
de sua ampla aplicação no Processamento de Lin-
guagem Natural (PLN). Diversas tarefas de análise
sintática automática adotam GD como modelo for-
mal, dada sua eficiência na representação binária das
estruturas e na desambiguação sintática (Nivre, 2005;
Kübler et al., 2009). Projetos como o Universal De-
pendencies (De Marneffe et al., 2021) consolidaram
as GD como paradigma dominante em sistemas mul-
tiĺıngues de anotação, e trabalhos recentes como (Lo-
pes et al., 2024; Souza et al., 2024; Duran & Pardo,
2024) demonstram sua vitalidade nas pesquisas atu-
ais. Diante disso, este artigo tem como objetivo apre-
sentar os fundamentos formais centrais das GD —
conectividade, direcionalidade, hierarquia e rotulação
sintática —, discutindo definições estruturais da de-
pendência, os prinćıpios teóricos compartilhados en-
tre diferentes modelos e, por fim, demonstrando sua
aplicação por meio de uma versão simplificada da
Gramática de Hays e Gaifman (Hays, 1964; Gaifman,
1965). O escopo do trabalho é restrito à caracte-
rização teórica e abstrata das propriedades essenciais
das GD, com vistas a fornecer uma base introdutória,
porém sistemática, para pesquisadores interessados na
abordagem.
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Abstract

Dependency Grammars (DGs) have gained promi-
nence in recent decades, especially due to their wi-
despread application in Natural Language Processing
(NLP). Several syntactic analysis tasks adopt DGs as
a formal model, given their efficiency in binary struc-
ture representation and syntactic disambiguation (Ni-
vre, 2005; Kübler et al., 2009). Projects such as Uni-
versal Dependencies (De Marneffe et al., 2021) have
consolidated DGs as the dominant paradigm in mul-
tilingual annotation systems, and recent works such
as (Lopes et al., 2024; Souza et al., 2024; Duran &
Pardo, 2024) demonstrate their ongoing relevance in
current research. In this context, the present article
aims to introduce the core formal foundations of DGs
— connectivity, directionality, hierarchy, and syntac-

tic labelling — by discussing structural definitions of
dependency, theoretical principles shared across dif-
ferent models, and finally, demonstrating their appli-
cation through a simplified version of the Hays and
Gaifman Grammar (Hays, 1964; Gaifman, 1965). The
scope of this work is limited to the theoretical and
abstract characterization of the essential properties
of DGs, intending to provide an introductory yet sys-
tematic foundation for researchers interested in this
approach.
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1. Introdução

As Gramáticas de Dependência1, doravante GD,
têm ganhado cada vez mais relevância nos es-
tudos lingúısticos e computacionais, especial-
mente com o crescimento de pesquisas volta-
das ao uso de sua metodologia para análise
sintática automática. Esse modelo apresenta
vantagens significativas, destacando-se pela sua
capacidade de lidar de forma eficaz com a desam-
biguação sintática, graças à disposição binária
das árvores que organiza os elementos da sen-
tença em relações hierárquicas claras. Além
disso, elas são muito mais eficientes para a re-
alização de parsing automático, como apontado
por Nivre (2005).

Como destaque, as Universal Dependencies
(De Marneffe et al., 2021) são, no momento da
escrita deste artigo, o maior expoente para as
GD. Surgida em 2014, trata-se de uma proposta
multiĺıngue de anotação sintática, ou seja, propõe
diretrizes de anotação que sejam aplicáveis a di-
versas ĺınguas. Isso possibilita a construção de
modelos de processamento de linguagem natural
que são mais robustos e generalizáveis, além de
facilitar a comparação e análise entre as estru-
turas gramaticais das diversas ĺınguas. Entre-
tanto, mesmo que as Universal Dependencies se-

1O presente artigo é uma versão ampliada do texto
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jam o tópico de maior destaque para as GD atu-
almente, este trabalho terá um foco mais teórico,
voltado para o funcionamento abstrato dessas
gramáticas. Assim, entende-se aqui que, dado
o interesse atual por essa metodologia de análise
sintática, um sobrevoo sobre os conceitos funda-
mentais pode ser interessante para quem quer se
aprofundar no tema.

Considerando esse cenário, este artigo busca
oferecer uma sistematização teórica acesśıvel em
ĺıngua portuguesa dos prinćıpios formais que fun-
damentam as GD, como conectividade, direci-
onalidade, hierarquia e rotulação das relações
sintáticas. Tal abordagem visa preencher uma
lacuna na literatura em português, ao mesmo
tempo em que oferece uma base conceitual sólida
para pesquisadores interessados em aplicar ou de-
senvolver modelos baseados em dependência em
contextos lingúısticos e computacionais.

Além de seu interesse teórico, o modelo de de-
pendência tem sido amplamente adotado em ta-
refas atuais de Processamento de Linguagem Na-
tural, reforçando sua relevância cient́ıfica. Fer-
ramentas como as descritas por Nivre (2006) e
De Marneffe et al. (2021) demonstram a eficácia
das GD em sistemas de análise sintática au-
tomática, com ênfase na robustez e na genera-
lização dos modelos treinados sobre corpora ano-
tados em Universal Dependencies. Essa aplica-
bilidade é comprovada por diversos estudos re-
centes focados no português, como Miranda Jr.
(2022), Duran & Pardo (2024), Lopes et al.
(2024), Souza et al. (2024), Franco (2024), Pa-
gani (2024) e Pagano et al. (2024), que mostram
como as GD têm sustentado avanços em tarefas
como desambiguação morfossintática, anotação
automática e análise baseada em aspectos. Dessa
forma, o presente trabalho se insere em uma
tradição consolidada de uso computacional das
GD, ao mesmo tempo em que busca contribuir
com uma sistematização teórica acesśıvel para
esse modelo gramatical.

De fato, o conceito de dependência em ĺıngua
natural é extremamente produtivo entre as dife-
rentes formas de análise. Se tomados individual-
mente, cada estrato lingúıstico pode ser analisado
em função de dependências. Fonética, morfolo-
gia, sintaxe, semântica — cada um desses ńıveis
exprime alguma relação de dependência dentro
de sua estrutura (Enfield, 2017). Todavia, as for-
mas mais recorrentes de análises fundamentadas
em dependência são sintáticas, recebendo o t́ıtulo
de Gramática de Dependência.

Essas formas de estruturação textual podem
ser recuperadas em textos antigos, como as
gramáticas do Sânscrito de Panini, como também
em trabalhos ao longo do século XX, como Sgall
et al. (1986), Hellwig (1986), Mel’čuk (1988) e
entre muitos outros. Mais recentemente, com
o exponencial aumento de parsers utilizando
GD como metodologia para o processamento
de linguagem, elas ganharam um enorme desta-
que dentro do Processamento de Ĺıngua Natural
(PLN) (Kübler et al., 2009; De Marneffe & Nivre,
2019).

Como destaque para os trabalhos de análise
sintática baseados em dependências, pode-se
citar o célebre trabalho de Lucien Tesnière
“Eléments de Syntaxe Structurale”. Publicado
postumamente em 1959, o livro de Tesnière é
considerado o marco inicial dos estudos contem-
porâneos das GD. Nele, Tesnière define conceitos
como árvores, núcleos e nós que são de extrema
importância para as análises sintáticas com base
em dependências posteriores aos seus trabalhos.

De maneira bem sucinta, pode-se definir o
conceito de dependência em função das palavras
pertencentes a um enunciado: “em uma sentença,
todas, exceto uma palavra, dependem de outra(s)
palavra(s)” (Debusmann, 2000). Ou seja, exis-
tem relações entre as palavras que constituem a
sentença, de maneira que cada palavra necessita
de outra, com exceção de apenas uma, para que
esteja presente na sentença. No entanto, essa de-
finição não diz muito sobre como identificar ou
como construir essas relações entre os elementos
de um enunciado.

A fim de elucidar o conceito de dependência
e sua interação com as GD, este trabalho tem
como objetivo oferecer uma base teórica acesśıvel
para pesquisadores que desejam compreender as
GD como uma metodologia de análise sintática
completa e autônoma, e não apenas como uma
parte estrita no processamento computacional.
Para isso, este artigo está organizado da seguinte
forma: na primeira seção, será apresentada uma
definição formal da relação de dependência entre
os elementos de um enunciado; na segunda seção,
será discutido como o conceito de dependência é
empregado pelas GD na construção de sistemas
gramaticais; por fim, na terceira seção, será de-
monstrado, por meio de uma versão simplificada
da Gramática de Hays e Gaifman (Hays, 1964;
Gaifman, 1965), como utilizar o conceito de de-
pendência para a análise sintática de enunciados.
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2. Dependência

Como trazido na introdução, pela definição de
Debusmann (2000), as relações entre os elemen-
tos de um enunciado2 recebem o nome de de-
pendência, ou seja, entre dois elementos a e b
relacionados em um enunciado, ou a depende
de b ou b depende de a. Porém, saber que
essas relações são dadas por dependência não é
suficiente para definir, ou mesmo para identifi-
car, as relações entre os elementos dentro de um
enunciado.

Em De Marneffe & Nivre (2019) é posśıvel
encontrar uma lista de critérios para a iden-
tificação de dependência com base em Zwicky
(2006 [1985]) e Hudson (1990), na qual a iden-
tificação é feita seguindo uma série de critérios
em função da necessidade de processamento com-
putacional, como também em função de diversas
caracteŕısticas lingúısticas.

Segundo De Marneffe & Nivre (2019), a
relação de dependência entre a cabeça (H), o de-
pendente (D) e a construção (C) pode ser estabe-
lecida com base nos seguintes critérios, conforme
as propostas de Zwicky (2006 [1985]) e Hudson
(1990):

H determina a categoria sintática de C e nor-
malmente pode substituir C;

H determina a categoria semântica de C;
D fornece a especificação semântica;

H é obrigatória, D pode ser opcional;

H seleciona D e determina quanto D é obri-
gatório ou opcional;

A forma de D depende de H, em concordância
ou governança;

A posição linear de D é especificada com re-
ferência a H.

Mesmo com essa lista, ainda é complicado de-
finir o conceito de dependência, uma vez que ela
se utiliza de termos próprios das GD (depen-
dente, cabeça e governança), por meio de carac-
teŕısticas sintáticas e semânticas, para definir a
relação de dependência, o que acaba tornando-a
endógena, ou seja, ela explica dependência em
função dos itens que fazem parte do conceito.
Os próprios autores afirmam que é claro que esta
lista contém uma mistura de critérios diferentes,
alguns sintáticos e outros semânticos, e pode-se
perguntar se existe uma única noção coerente

2Para evitar a ambiguidade envolvida com o termo pa-
lavra, utilizaremos, assim como Debusmann (2000), o con-
ceito de elemento do enunciado, ou seja, cada um dos itens
lingúısticos que constituem o enunciado

de dependência que corresponda a todos os di-
ferentes critérios”3 De Marneffe & Nivre (2019,
p. 203).

Pretende-se aqui, por meio de uma definição
não endógena, elucidar o conceito de dependência
a fim de orientar o leitor para uma compreensão
“unificada” deste conceito. Para isso, será utili-
zada a definição a presente no trabalho de Ro-
binson (1970, p. 260), onde ela postula quatro
axiomas para estruturas de dependência bem for-
madas com base nos trabalhos de Hays (1964)
e Gaifman (1965) que formalizaram a proposta
de Tesnière (2015 [1959]). Os axiomas são os
seguintes:

a Um, e apenas um, elemento é independente;

b Todos os outros elementos dependem direta-
mente de algum outro elemento;

c Nenhum elemento depende diretamente de
mais de um outro elemento;

d Se um elemento p1 depende diretamente do
elemento p2 e existe um elemento p3 entre eles
(na ordem linear da sequência de elementos),
então p3 depende diretamente de p1, de p2 ou
de algum outro elemento entre eles.

Mais claramente: o axioma a define que só
existe um elemento na sentença que não depende
de nenhum outro; o axioma b estabelece que to-
dos os demais elementos devem depender de al-
gum outro; o axioma c define que nenhum ele-
mento irá depender de mais de um elemento pre-
sente na sentença; e, por fim, o axioma d ga-
rante que, se uma palavra depende de outra e
há uma terceira entre elas na frase, essa terceira
não pode ficar isolada — ela deve depender de
uma das duas ou de outra palavra intermediária,
assegurando a coesão estrutural da análise de de-
pendência.

Segundo Robinson (1970, p. 260), a relação
a depende de b (⟨a, b⟩ ∈ R) é transitiva, ou seja,
se a depende de b e b depende de c, então
a indiretamente depende de c; assimétrica,
a depende de b e b não depende de a ; e ir-
reflexiva, não existe nenhum elemento a de tal
que a depende de a, mais claramente, nenhum
elemento pode depender dele mesmo.

Pode-se agora, partindo dos axiomas, definir
os termos dependente, cabeça e governança que
fazem parte do conceito de dependência e estão
presentes na definição de De Marneffe & Nivre
(2019).

3No original: It is clear that this list contains a mix of
different criteria, some syntactic and some semantic, and
one may ask whether there is a single coherent notion of
dependency corresponding to all the different criteria.
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Assim, como a relação a depende de b é
binária, é necessário que existam dois elementos
que a constituam. O elemento que depende re-
cebe o nome de dependente, enquanto o elemento
que domina a relação recebe o nome de governa-
dor ou cabeça.

Com essa nomenclatura pode-se definir a
relação oposta a dependência, a governança,
a governa b (⟨p2, p1⟩ ∈ G), de modo que ela é
transitiva, se a governa b e b governa c, então
a indiretamente governa c; assimétrica, se
a governa b, então b não governa a ; e irre-
flexiva, não existe nenhum elemento a, tal que
a governa a, mais claramente, nenhum ele-
mento pode governar ele mesmo. Porém, a go-
vernança permite que um elemento governe mais
de um dependente, ou seja, um elemento que go-
verna pode ter diversos dependentes, o que não
ocorre na relação de dependência.

1. A Ana abraçou o João

O exemplo 1. traz as relações de dependência
na sentença: A Ana abraçou o João. No exemplo,
as setas indicam o dependente, logo, o elemento
ao lado oposto do arco representa o governante.
Assim, podemos inferir que o conjunto R que des-
creve a relação de dependência é constitúıdo pe-
las tuplas:

2. R = 〈A, Ana〉, 〈Ana, abraçou〉, 〈João,
abraçou〉 e 〈o, João〉

Enquanto o conjunto G, que descreve a relação
de governança, é constitúıdo pelas tuplas:

3. G = 〈Ana, A〉, 〈abraçou, Ana〉, 〈abraçou,
João〉 e 〈João, o〉

Uma questão que merece atenção neste ponto
é a relação entre itens funcionais — elemen-
tos cujo significado depende do funcionamento
interno do sistema lingúıstico — e itens de
conteúdo ou lexicais, que representam entidades
externas a esse sistema. No exemplo 1., os ar-
tigos a e o são apresentados como dependentes
dos nomes Ana e João, respectivamente. Essa
escolha direcional, entre qual elemento governa
e qual é governado, poderia ser feita também de
forma inversa, sem prejúızo para a análise local
da estrutura. A decisão de considerar os itens de
conteúdo como governantes reflete apenas uma
convenção adotada neste trabalho. Discussões
mais amplas sobre a precedência estrutural entre

itens funcionais e itens de conteúdo envolvem es-
colhas teóricas espećıficas e extrapolam o escopo
deste trabalho.

Em 1. há apenas as relações ⟨a,b⟩ ∈ R, ou
seja, as dependências entre os pares de elemen-
tos do enunciado. As relações de dependência
entre a e b não têm nenhuma distinção entre
elas, o que não reflete completamente o sistema
lingúıstico. Mesmo com a definição do conceito
de dependência, não é posśıvel realizar a descrição
total do funcionamento de uma ĺıngua, tornando
o conceito necessário, mas não suficiente para a
descrição lingúıstica por meio de GD.

A próxima seção pretende utilizar a definição
de dependência aqui elencada para exemplificar
como a maior parte das teorias utiliza esse con-
ceito para a construção de descrições lingúısticas
com gramáticas de dependência.

3. Gramáticas de Dependência

Existem muitos trabalhos que se utilizam do
conceito de dependência para realizar descrições
lingúısticas, essa diversidade gerou várias teorias
gramaticais, como por exemplo a Gramática de
Hays e Gaifman Hays (1964); Gaifman (1965),
a Descrição Gerativa Funcional (Functional Ge-
nerative Description) (Sgall et al., 1986), a
Gramática de Unificação de Dependências (De-
pendency Unification Grammar) (Hellwig, 1986),
a Gramática de Palavras (Word Grammar) (Hud-
son, 1990), a Teoria do Texto-Sentido (Meaning-
Text Theory) (Mel’čuk, 1988), e a Gramática de
Dependência Funcional (Functional Dependency
Grammar) (Järvinen & Tapanainen, 1998). En-
tretanto, ainda que muito numerosas e diversi-
ficadas, todas as teorias compartilham conceitos
básicos para além do conceito de dependência.

Antes de apresentar uma teoria espećıfica,
como a Gramática de Hays e Gaifman (Hays,
1964; Gaifman, 1965), propomos aqui uma ca-
racterização abstrata das propriedades que defi-
nem o núcleo conceitual das gramáticas de de-
pendência. Essa abordagem metateórica per-
mite compreender o que diferentes modelos com-
partilham, mesmo quando suas implementações
anaĺıticas divergem em relação a fenômenos como
coordenação, translação ou não projetividade.

É posśıvel encontrar em Mel’čuk & Polguère
(2009, p. XIV) uma lista dos prinćıpios básicos
compartilhados pela maior parte, se não por to-
das, das teorias gramaticais fundamentadas no
conceito de dependência, os quais são:

i Conectividade da estrutura sintática;

ii Direção das relações sintáticas;
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iii Organização hierárquica estrita da estrutura
sintática;

iv “Significado” das relações sintáticas.

A conectividade da estrutura sintática refere-
se às relações entre os elementos de um enunci-
ado. “A estrutura sintática forma um todo orga-
nizado, isto é, um sistema cont́ınuo de relações
sintáticas” (Mel’čuk & Polguère, 2009, p. XIV),
ou seja, todo e qualquer elemento a existente na
sentença se relaciona com ao menos um outro ele-
mento b. Todos os elementos presentes em uma
sentença fazem parte da estrutura sintática, de
forma que nenhum fique de fora. Cada tupla
⟨a,b⟩ ∈ R representa uma frase mı́nima4, ou
seja, um conjunto de dois elementos dotados de
sentido.

Por exemplo, em 2., todos os elementos pre-
sentes na sentença de 1. fazem parte de ao menos
uma das tuplas pertencentes a R. Também é ve-
rificável em 2. que nenhum elemento presente na
sentença, em 1., está fora do conjunto R.

Mel’čuk & Polguère (2009) definem que a pro-
priedade que se segue desse prinćıpio é que “a es-
trutura sintática é um grafo conectado”, ou seja,
a estrutura sintática, em função de dependências,
é um conjunto relacional entre eles, permitindo
que todos os elementos constituintes de um enun-
ciado possam ser analisados como parte de um
conjunto finito.

Antes de apresentar os prinćıpios formais das
GD, é útil estabelecer uma breve ponte com a te-
oria de grafos, dado que essa área da matemática
fornece o aparato conceitual necessário para
compreender a estrutura subjacente à análise
sintática baseada em dependências.

De forma geral, um grafo é uma estrutura
composta por um conjunto de nós (ou vértices) e
conexões entre eles chamadas de arestas (ou ar-
cos) (Diestel, 2017). Quando essas conexões pos-
suem orientação — isto é, vão de um nó a outro
com direção definida — temos um grafo direci-
onado. No contexto das GD, cada elemento de
um enunciado (como uma palavra) pode ser re-
presentado por um nó, e a relação de dependência
entre dois elementos por uma aresta direcionada,
geralmente do dependente para o seu governante.

Continuando com as propriedades dos
prinćıpios, assim como a relação de dependência
é assimétrica, as relações sintáticas estabele-
cidas por ela também serão, fazendo com que

4Do inglês “minimal phrase”, a menor unidade
sintática dotada de sentido (o pedro, do joão, com você).
Adotamos tal notação pois os termos sintagma e enunci-
ado como tradução de phrase já são marcados como ter-
mos de outras teorias

as relações sintáticas sejam direcionadas, ou
seja, partem de um elemento na direção de
outro. É posśıvel demonstrar o prinćıpio ii pela
capacidade de uma frase mı́nima expressar seu
significado em função da categoria gramatical de
seu governante. Tomemos os exemplos:

4. (a) Ana tem olhos muito belos

(b) Ana tem olhos castanhos

5. (a) Ana corre rápido

(b) Ana corre muito bem

Mesmo que exista um advérbio dentro da
frase mı́nima muito belo(s), em 4.a, ele não ex-
prime comportamento adverbial, a frase mı́nima
se comporta como um adjetivo, assim como cas-
tanhos em 4.b. Em 5.b, a frase mı́nima muito
bem se comporta como um advérbio, assim como
rápido em 5.a, uma vez que o governante do par
é bem, um advérbio.

Mel’čuk & Polguère (2009, p. XIV) definem
que a propriedade formal que segue do prinćıpio
de direcionalidade das relações sintáticas é que:
a estrutura sintática é um grafo conectado e di-
recionado. Esse prinćıpio faz com que a estru-
tura sintática seja um grafo conectado e organi-
zado, existe um sentido e uma direção dentro do
grafo, permitindo identificar quais são os elemen-
tos mais relevantes para a estrutura.

O prinćıpio iii define que, assim como pro-
posto pelos axiomas a e b de Robinson (1970, p.
260), cada elemento dentro da estrutura sintática
é governado por um outro elemento, com exceção
de um único elemento que governa todo enunci-
ado. A organização hierárquica estrita define que
cada frase mı́nima tenha um, e apenas um, go-
vernador e que exista um elemento máximo da
estrutura de onde todos os outros elementos de-
pendem, de maneira que o elemento que não é
governado por nenhum outro é o item mais alto
da estrutura de dependência.

O prinćıpio iii faz com que não seja posśıvel a
existência de ciclos infinitos no grafo da estrutura
sintática. A estrutura parte do governador mais
alto, passando pelos pares intermediários e ter-
mina nos dependentes que não governam nenhum
elemento. Dessa forma, nenhum outro elemento
irá dominar o governador máximo. Assim, no
exemplo 1., o governador máximo do enunciado é
o verbo abraçar, que não depende de nenhum ou-
tro elemento dentro da estrutura; os nomes Ana
e João governam, respectivamente, os artigos a
e o, que, por sua vez, não têm dependentes.

A propriedade formal que segue do prinćıpio
da organização hierárquica restrita do enunci-
ado é que: “a estrutura sintática é um grafo
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direcionado, aćıclico e conectado, ou seja, uma
árvore hierarquizada ou, mais brevemente, uma
árvore” (Mel’čuk & Polguère, 2009, p. XV). As-
sim, segue-se do prinćıpio iii que a estrutura
sintática é um sistema télico, ou seja, ela parte
de um elemento, o governador máximo, e termina
em um ou mais outro(s) elemento(s).

Pelos prinćıpios i , ii e iii , a estrutura sintática
ainda é um reflexo das relações de dependência,
porém, como já dito, apenas as dependências não
são suficientes para exprimir a sintaxe das ĺınguas
naturais. Um exemplo disso é a possibilidade
de haver duas relações de dependência R1 e R2
constitúıdas pelos mesmos elementos a e b, mas
que exprimem relações sintáticas distintas. Para
exemplificar, tomemos as sentenças Mother Sent
Mary to the doctor e Mother sent Mary 200$ tra-
zidas por Mel’čuk & Polguère (2009, p. XV):

6. Mother sent Mary to the doctor

(A) Mãe mandou Mary ao médico

7. Mother sent Mary 200$

(A) Mãe mandou para Mary 200$

Em ambos os exemplos, observa-se o mesmo
par relacional ⟨Mary, to send⟩ ∈ R. Ainda que,
em ambas as ocorrências, Mary estabeleça uma
relação de dependência com to send, tal con-
figuração exprime, em cada caso, uma relação
sintática distinta.

Em 6., Mary e to send se relacionam por
meio de um caso acusativo5, enquanto em 7.,
os mesmos elementos estão vinculados por um
caso dativo6. Ainda que o par relacional
⟨Mary, to send⟩ ∈ R possua a mesma dis-
tribuição linear nos enunciados — com Mary
ocorrendo logo após to send —, a interpretação
sintática atribúıda à relação varia entre os con-
textos, refletindo funções gramaticais distintas.

Dessa forma, as relações de dependência, para
que sejam coesas, não se limitam a uma mera dis-
tribuição estrutural; elas também carregam um
valor semântico. Cabe destacar, contudo, que

5O caso acusativo marca, em geral, o objeto direto da
ação verbal, ou seja, o participante afetado diretamente
pelo evento (Blake, 2001, cap. 5).

6O caso dativo é tradicionalmente associado ao ob-
jeto indireto, representando o destinatário, beneficiário ou
meta da ação verbal (Blake, 2001, cap. 5).

esse valor não é fixo ou previamente determinado;
ele pode variar conforme a natureza espećıfica do
elemento governante da frase mı́nima, como se
pode observar nos exemplos a seguir.

8. A UFSCar contratou novos professores

9. A UFSCar sofreu cortes do governo

10. A UFSCar sediará um evento internacional
este ano

Mesmo que a relação ⟨a,b⟩ ∈ R entre UFSCar
e os verbos das sentenças indique sintaticamente
sujeito, em cada exemplo UFSCar desempenha
papéis semânticos distintos: AGENTE, PACIENTE e
LOCATIVO7.

Finalizando as propriedades que seguem dos
prinćıpios, a propriedade formal que segue do
prinćıpio iv é que: “a estrutura sintática é uma
árvore em que os nós são rotulados e vincula-
dos por arcos nomeados pelas relações sintáticas
que representam” (Mel’čuk & Polguère, 2009).
Assim, cada arco que liga os elementos do grafo
da estrutura terá uma nomenclatura espećıfica
para representar sua função sintática.

Os prinćıpios i , ii , iii e iv abarcam a maior
parte das teorias gramaticais de dependência,
mas eles ainda não são suficientes para soluci-
onarem problemas cotidianos da linguagem. Um
dos problemas mais evidentes é a coordenação.
Tomemos os exemplos:

11. Pedro e João visitaram a praia

12. Pedro gosta de cães e gatos

13. Pedro comprou e comeu um bolo

Pelo prinćıpio iii , as relações sintáticas devem ser
estritamente hierarquizadas, todavia isso é con-
traintuitivo nos exemplos. Tanto Pedro quanto
João são ótimos candidatos para dependente na
relação de sujeito do verbo visitar, em 11., assim
como cães e gatos são ótimos candidatos para
complemento de gostar, em 12., e comprar e co-
mer são ótimos candidatos para governantes em
13.. O conceito de dependência, em prinćıpio,
não é suficiente para esse tipo de relação.

7Papéis semânticos são as funções que os participan-
tes de um evento desempenham em relação ao predicado,
como Agente, Paciente e Locativo. Essas funções deri-
vam de propriedades semânticas associadas aos argumen-
tos: agente – entidade animada que inicia ou controla a
ação expressa pelo predicado, t́ıpica do sujeito de verbos
transitivos; paciente – participante afetado pela ação,
que sofre alteração ou movimento causado pelo evento ver-
bal; locativo – argumento que indica o local onde ocorre
o evento, podendo ser exigido pelo verbo ou introduzido
como adjunto (Cançado, 2005, p. 66-71).
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Diversas soluções foram propostas para esse
problema. Em Tesnière (2015 [1959]), além da
relação de dependência, são definidas outras duas
relações sintáticas fundamentais. A primeira é
a junção (do francês jonction), responsável pe-
las estruturas de coordenação, como ilustram
os exemplos 11., 12. e 13.. A segunda é a
translação (do francês translation), que tem a
função de alterar a categoria lexical de um ele-
mento. Um exemplo de translação pode ser ob-
servado na sequência de frango, em estrogonofe
de frango: o uso da preposição de permite que
o nome frango modifique o nome estrogonofe,
papel que, nas construções mais protot́ıpicas,
seria atribúıdo à relação de dependência com
adjetivos.

Outras soluções posśıveis para o problema
da coordenação podem ser observadas no exem-
plo 14., abaixo. Para 14.a, tem-se a proposta
de Mel’čuk (1988), em que a coordenação é tra-
tada como uma relação de dependência, onde o
primeiro elemento da coordenação é o governante
de quem a conjunção depende, que, por sua vez,
governa o último elemento da coordenação.

Em 14.b, tem-se a proposta de Sgall et al.
(1986), na qual a relação de dependência coord
permite que a conjunção e seja o governante
da estrutura de coordenação, fazendo com que
os elementos da coordenação sejam dependentes
dela.

E no exemplo 14.c, tem-se a proposta de
Kahane (1997), nela as relações de dependência
não ocorrem apenas entre os elementos da sen-
tença, mas podem ocorrer em um conjunto de
elementos (que ele chama de bolhas8), fazendo
com que toda a estrutura cães e gatos seja apenas
uma bolha.

14. (a) Pedro gosta de cães e gatos

Suj

Obj

Prep Coord Conj

(b) Pedro gosta de cães e gatos

Suj

Coord

Prep

Comp Comp

(c) Pedro gosta de cães e gatos

Suj

Prep

Comp

8Do inglês “bubbles”

Em todas as propostas, a hierarquia estrita
entre os elementos é preservada; contudo, cada
teoria adota uma estratégia distinta para operaci-
onalizar esse prinćıpio. Por se tratar de um texto
introdutório, voltado à explicação dos fundamen-
tos das GD, não abordaremos em profundidade
as diferentes soluções propostas para o trata-
mento de estruturas coordenadas. Além disso,
essas estruturas não serão contempladas na seção
seguinte, cujo objetivo é apenas exemplificar o
funcionamento reduzido de uma gramática de de-
pendências.

Por fim, um outro conceito relevante para as
teorias gramaticais com base em dependência é
a projetividade (Lecerf, 1960; Hays, 1964; Gaif-
man, 1965), isto é, para que uma árvore de de-
pendências seja projetiva, os galhos não se inter-
sectam, ou seja, as dependências da árvore não se
cruzam entre elas. Ainda que a maior parte das
sentenças da maioria das ĺınguas naturais seja
projetiva (Mel’čuk & Polguère, 2009, p. 85), é
posśıvel encontrar exemplos em que a projetivi-
dade é quebrada.

Como exemplo, ĺınguas que marcam caso
morfologicamente, como o latim, o russo ou o
húngaro, aceitam distribuições livres entre os ele-
mentos sintáticos, uma vez que a função sintática
é demarcada pela morfologia e não pela ordem.
Essa liberdade com relação à ordenação faz com
que existam sentenças que violem a projetividade.

15. Ultima Cumaei venit iam carminis aetas

Última Cumeana chegar agora musica era

O exemplo 15. é um excerto da quarta écloga de
Virǵılio trazido por Mel’čuk & Polguère (2009, p.

87). Nele, temos a sentença ”É chegada agora a
era da última canção cumeana”em latim, na qual
é posśıvel observar que o arco que representa a
dependência entre aetas e venit intersecta (cruza)
os arcos que representam as dependências de Ul-
tima e Cumaei em relação a aetas.

As teorias de descrição gramatical tratam a
falta de projetividade de diferentes maneiras.
Em sua maioria, elas propõem soluções multi-
estrato. Nas propostas de Sgall et al. (1986),
Mel’čuk (1988) e Hudson (1990) a estrutura de
dependência não está associada apenas à sintaxe,
mas também a outros ńıveis de granularidade
lingúıstica, como morfologia e semântica.
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Dentro das teorias multiestrato, algumas,
como Sgall et al. (1986), assumem que a falta
de projetividade só existe nos ńıveis mais altos,
como a sintaxe, e é solucionada nos ńıveis mais
profundos, como a semântica. Outras propostas,
como as de Mel’čuk (1988) e Hudson (1990), re-
correm a transformações lógicas e interações en-
tre os diferentes ńıveis para solucionar a falta de
projetividade.

Assim como no caso das estruturas coorde-
nadas, optamos aqui por adotar uma aborda-
gem simplificada. Embora seja posśıvel encon-
trar sentenças não projetivas em ĺınguas natu-
rais, a maior parte das sentenças efetivamente o é;
logo, adotaremos a projetividade como padrão
neste trabalho por motivos de simplificação me-
todológica. Essa decisão visa facilitar a ex-
posição dos fundamentos das Gramáticas de De-
pendência, já que estruturas projetivas evitam
cruzamentos entre dependências e tornam os
exemplos mais transparentes. Ainda assim, é im-
portante destacar que fenômenos de não proje-
tividade ocorrem em todas as ĺınguas naturais e
que há uma ampla discussão na literatura sobre
como modelá-los adequadamente9.

Finalizada aqui, esta seção trouxe o levan-
tamento das caracteŕısticas comuns que regem
as teorias gramaticais baseadas em dependência.
Toda a discussão se estabeleceu de maneira abs-
trata para que fosse posśıvel relacionar os con-
ceitos com diferentes teorias, mas em nenhum
momento foi abordada uma teoria em espećıfico.
Para que seja posśıvel observar o funcionamento
dos prinćıpios e propriedades levantados ao longo
deste artigo, a próxima seção apresentará o fun-
cionamento do modelo proposto por Hays (1964)
e Gaifman (1965), um modelo simples, mas que
é de grande influência em diversos trabalhos so-
bre dependência (Lai & Huang, 1998; Lombardo
& Lesmo, 1998; Tapanainen & Järvinen, 1997;
Nivre & Kahane, 2004; Yli-Jyrä, 2005; Gómez-
Rodŕıguez et al., 2022, entre outros).

4. Gramática de Dependência de Hays
e Gaifman

Para demonstração do comportamento de um sis-
tema de uma gramática de dependências, exa-
minaremos a proposta da Gramática de Hays e
Gaifman (Hays, 1964; Gaifman, 1965), doravante
GHG, uma vez que, além de ser a base dos pos-
tulados de Robinson (1970) para estruturas de
dependência bem formadas, ela influenciou teo-

9Para além dos trabalhos já citados, o leitor também
pode consultar os trabalhos de Tapanainen & Järvinen
(1997) e Kahane et al. (1998).

rias como as de Lombardo & Lesmo (1998) e Lai
& Huang (1998) e também pode ser recuperada
em trabalhos recentes como Morey et al. (2018).

De fato, Hays (1964) e Gaifman (1965) são os
primeiros autores a propor um sistema de axio-
mas necessário e suficiente para a implementação
de uma gramática de dependência em algoritmos
autônomos de análise textual. Ambos os tra-
balhos consistem em reestruturações formais da
proposta de Tesnière (2015 [1959]), mas deslocam
o foco da descrição lingúıstica para uma mode-
lagem estritamente formal da sintaxe, centrada
exclusivamente na relação de dependência, dei-
xando de lado as relações de junção e translação
originalmente descritas por Tesnière.

Essa decisão metodológica decorre da ori-
entação algébrica e computacional que norteia
as propostas desses autores. Em contextos de
formalização sintática voltados para aplicações
automáticas, a relação de dependência — por
sua natureza binária, hierárquica e orientada
— oferece maior compatibilidade com esquemas
lógicos e algoritmos eficientes. Por outro lado,
as relações de junção e translação, mais associ-
adas a fenômenos como coordenação e mudança
categorial, exigiriam um aparato teórico adicio-
nal que dificultaria a operacionalização computa-
cional pretendida nos modelos de Hays (1964) e
Gaifman (1965).

Para os fins deste artigo, que visa apresen-
tar de forma introdutória o funcionamento de
uma gramática de dependências, tal simplificação
mostra-se inclusive vantajosa. Ainda que não
contemple diretamente as estruturas de junção
e translação, o modelo adotado é suficiente para
explicitar os prinćıpios fundamentais que regem
esse tipo de abordagem sintática. A exclusão des-
sas relações, portanto, não compromete a pro-
posta didática aqui assumida, permitindo que se
evidenciem, de maneira clara e gradual, os meca-
nismos centrais que estruturam uma gramática
de dependência.

Em continuidade à proposta formal, Gaifman
(1965, p. 305–306) define uma gramática de
dependência como composta por três conjuntos
principais de regras, responsáveis por estruturar
como as palavras de uma sentença se relacionam:

LI Regras da forma X(Y1, . . . , Ym∗Ym+1, . . . , Yn),
nas quais X ocupa a posição do asterisco (∗)
e representa a categoria principal. As cate-
gorias Y1 até Yn são os posśıveis dependentes
que podem aparecer ao redor de X, respei-
tando a ordem indicada. O valor de m pode
ser igual a 0 e/ou igual a n, o que permite que
X apareça sozinho ou com qualquer número
de dependentes.
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LII Regras que listam, para cada categoria X,
quais elementos (palavras) pertencem a ela.
Um mesmo elemento pode pertencer a mais
de uma categoria.

LIII Regra que define quais categorias podem servir
como núcleo de uma sentença — isto é, aquelas
que não precisam depender de nenhuma outra.

Em termos mais simples, LI trata da forma como
as categorias se combinam dentro da sentença, ou
seja, como as palavras se organizam e se ligam
umas às outras. Veja os exemplos abaixo:

16. O João foi para o escritório

O João foi para o escritório
Det NomVerb Prep Det Nom

17. Pedro alcançou o ônibus

Pedro alcançou o ônibus
Nom Verb Det Nom

Já LII trata da classificação das palavras em ca-
tegorias gramaticais. Por exemplo:

18. Det = {O, A, Os, As, Um, Uma, Uns, Umas,
etc.}

19. Nom = {Pedro, João, ônibus, bolo, escritório,
Maria, etc.}

Por fim, LIII define quais categorias podem
aparecer como núcleo de uma sentença — ou seja,
quais não precisam depender de outras. Normal-
mente, o verbo é o governante principal da sen-
tença, mas há exceções, como enunciados nomi-
nais ou deverbais, que possibilitam outras cate-
gorias como núcleos.

Segundo Gaifman (1965, p. 306), uma sen-
tença é composta por um conjunto de elementos
— p1,p2, . . . ,pi —, sendo cada um associado a
uma categoria — X1,X2, . . . ,Xi — com o mesmo
ı́ndice. As palavras se ligam por relações binárias
de dependência, representadas como d⟨pi,pj⟩,
indicando que pi depende de pj . A partir de
d, define-se d∗, sua forma transitiva.

O sistema obedece às seguintes propriedades
formais:

I. Nenhum elemento pode depender de si mesmo,
direta ou indiretamente: d∗⟨pi,pi⟩ não ocorre.

II. Cada elemento da sentença depende de pelo
menos um outro: existe d⟨pi,pj⟩ para cada pi.

III. Se pi depende (direta ou indiretamente) de pj
e houver um termo intermediário pk entre eles,
então pk também depende (direta ou indireta-
mente) de pj .

IV. Todos os elementos da sentença devem estar
interligados por relações de dependência.

V. Se elementos com categorias X1, . . . ,Xn de-
pendem de um elemento com categoria
X, então existe uma regra LI do tipo
X(X1, . . . , ∗, . . . ,Xn).

VI. O único elemento que não depende de nenhum
outro — o governante da sentença — deve per-
tencer a uma categoria listada em LIII.

Essas propriedades asseguram o funciona-
mento consistente do sistema. Vejamos de forma
mais didática:

I impede ciclos: nenhuma palavra pode depen-
der de si mesma.

II e VI garantem que todos os elementos, ex-
ceto o governante principal, dependam de ou-
tro.

III assegura que a estrutura de dependência
respeite uma hierarquia linear e coerente.

IV garante que não haja elementos “isolados”
na sentença.

V conecta a estrutura sintática com as regras
da gramática, validando a construção da sen-
tença.

VI restringe os posśıveis governantes às cate-
gorias previamente autorizadas.

Desse modo, essas regras fornecem um modelo
formal e sistemático para representar sentenças
por meio de relações hierárquicas de dependência
entre palavras.

As propriedades formais descritas acima
articulam-se diretamente a três dos prinćıpios es-
tabelecidos por Mel’čuk & Polguère (2009), dis-
cutidos na Seção 3, bem como às condições pro-
postas por Robinson (1970) para a definição da
relação de dependência, discutidas na Seção 2.
O prinćıpio i , que exige a conectividade da es-
trutura sintática, é contemplado pela proprie-
dade IV, segundo a qual todos os elementos da
sentença devem estar conectados por meio de
relações de dependência.

O prinćıpio ii , por sua vez, diz respeito
à direção obrigatória dessas relações, e encon-
tra correspondência nas propriedades II e VI,
que garantem que cada item dependa de um
outro (com exceção do governante principal).
Esse direcionamento reforça a assimetria e a
orientação da estrutura, caracteŕısticas também
presentes na formulação de Robinson, que define
a relação de dependência como binária, irrefle-
xiva e direcionada.

Dependência: o conceito e as gramáticas Linguamática – 79



Já o prinćıpio iii , que postula uma orga-
nização hierárquica estrita entre os constituin-
tes, está refletido nas propriedades I e III, res-
ponsáveis por impedir ciclos e garantir a transi-
tividade das relações. Essas condições asseguram
que a estrutura sintática funcione como um grafo
hierarquicamente ordenado. O prinćıpi iv , que
trata do “significado” das relações sintáticas, será
discutido mais à frente nesta seção, em conexão
com os aspectos semânticos e informacionais da
dependência.

Dessa forma, observa-se uma convergência en-
tre os prinćıpios sintáticos, a formalização lógica
e as restrições lingúısticas que fundamentam a
abordagem de dependência como um modelo des-
critivo robusto e teoricamente consistente.

D1 Demonstração simplificada do funcionamento
da GHG:

i. O1 João2 ama3 cinema4
ii. Verb3(Nome2, ∗ Nome4)

Nome2(Det1, ∗)
Nome4(∗)
Det1(∗)

iii. Verb = {amar, . . . }
Nome = {João, cinema, ...}
Det = {O, . . . }

iv.

O João ama Cinema
| | | |

Det Nome Verbo Nome

A demonstração D1 evidencia, de forma sim-
plificada, o funcionamento da GHG, permitindo
observar, passo a passo, como os diferentes con-
juntos que compõem o sistema interagem na
construção da estrutura sintática. A sentença
analisada em D1–i é segmentada em elementos
com ı́ndices lineares, que serão utilizados para
definir as dependências.

No conjunto D1–ii, as regras de ordenação ca-
tegorial (LI) estabelecem como as categorias po-
dem se combinar. O verbo amar, por exemplo,
exige dois nomes como dependentes — um à es-
querda (o sujeito João) e outro à direita (o objeto
cinema). Por sua vez, o nome João admite um
determinante (O) à esquerda. Esses esquemas de
combinação refletem a estrutura sintática da sen-
tença, organizando-a a partir de regras formais
baseadas em categorias.

Já o conjunto D1–iii apresenta as regras de
associação entre os itens lexicais e suas catego-
rias, ou seja, o mapeamento dos elementos da
sentença para os śımbolos auxiliares que os clas-
sificam. Essa etapa vincula amar à categoria

Verb, João e cinema à categoria Nome, e O
à categoria Det.

Por fim, a estrutura representada em D1–iv
é o resultado da aplicação das regras anteriores.
A árvore mostra que amar governa tanto João
quanto cinema, enquanto João governa o deter-
minante O. Trata-se de uma estrutura conectada,
aćıclica, hierarquizada e orientada, como espe-
rado para um sistema baseado em dependências.

Assim, pode-se definir que, como proposto por
Debusmann (2000, p. 7), uma gramática de de-
pendência, como a GHG, é constitúıda de quatro
conjuntos distintos, como na definição a seguir:

Gramática de Dependência de Hays e Gaifman
⟨R,L,C, F ⟩
Em que:

R é o conjunto de regras de dependência
entre as categorias sintáticas;
L é o conjunto de śımbolos terminais, ou
elementos;
C é o conjunto de śımbolos auxiliares, ou
categorias sintáticas; e
F é uma função de atribuição de L para C
(F : L → C), ou seja, uma regra de asso-
ciação entre os elementos e suas categorias
sintáticas.

A demonstração apresentada em D1 permite
visualizar, de maneira clara, o papel desempe-
nhado por cada um desses componentes. As re-
gras de combinação entre categorias D1–ii cons-
tituem o conjunto R; os itens lexicais da sentença
D1–i formam o conjunto L; suas respectivas ca-
tegorias D1–iii compõem o conjunto C; e a asso-
ciação entre elementos e categorias é formalizada
pela função F. A árvore de dependência final
D1–iv é, portanto, a projeção dessas quatro ca-
madas atuando em conjunto sobre uma sentença
concreta.

O intuito desta seção é demonstrar o compor-
tamento de uma gramática de dependências uti-
lizando os prinćıpios e propriedades apresentados
anteriormente. Ainda que a GHG atenda direta-
mente aos prinćıpios de conectividade, direção e
hierarquia sintática, ela não contempla, em sua
formulação original, o prinćıpio iv , relativo ao
“significado” das relações sintáticas.

Conforme discutido por Mel’čuk & Polguère
(2009), esse prinćıpio exige que cada relação de
dependência seja dotada de um sentido funcional
ou semântico, o que vai além da simples estru-
turação formal das dependências. A GHG, entre-
tanto, apenas indica a existência de dependência
entre categorias, sem especificar o papel de-
sempenhado pelos elementos em suas relações.
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Ainda assim, a nomenclatura das relações de de-
pendência pode ser inferida a partir da distri-
buição categorial das dependências, o que per-
mite a introdução de sentidos por meio de um
conjunto adicional de regras.

Nesse sentido, propõe-se uma extensão formal
da gramática, conforme Debusmann (2000, p. 7),
com a adição de dois novos conjuntos:

Gramática de Dependência de Hays e Gaifman
com a nomenclatura das relações sintáticas
⟨R,N,L,C, F,G⟩
Em que:

R, L, C e F são análogos à definição an-
terior;
N é o conjunto de sentidos atribúıdos às
regras de R; e
G é uma função de atribuição de R para
N (G : R → N), ou seja, uma regra de
associação entre as regras de dependência
e seus sentidos sintáticos.

Essa reformulação permite que a demons-
tração D1 seja estendida, resultando na demons-
tração D2, com a adição de um novo passo (iv),
responsável por explicitar a nomenclatura das
relações sintáticas:

D2

i. O1 João2 ama3 cinema4

ii. Verb3(Nome2, ∗ Nome4)
Nome2(Det1, ∗)
Nome4(∗)
Det1(∗)

iii. Verb = {amar, . . . }
Nome = {João, cinema, ...}
Det = {O, . . . }

iv. Sujeito = Verb(Nome, ∗)
Det = Nome(Det, ∗)
Objeto = Verb(∗, Nome)

v. O João ama Cinema
| | | |

Det Nome Verbo Nome

Det Suj Obj

Os primeiros quatro passos da demonstração
D2 seguem diretamente os passos já descri-
tos em D1, com a diferença de que, no
passo D2–iv, introduz-se um mapeamento en-
tre a estrutura categorial das dependências e
os rótulos funcionais tradicionalmente atribúıdos
às relações sintáticas. Por exemplo, a regra
Verb(Nome, ∗) é associada ao papel de sujeito,

enquanto Verb(∗, Nome) é associada a objeto.
Esse v́ınculo entre estrutura categorial e sentido
sintático é formalizado por meio da função G,
como descrito na definição formal acima.

O passo D2–v apresenta a estrutura final de
dependência, agora com os arcos devidamente
rotulados segundo os sentidos sintáticos deduzi-
dos. Esse modelo estendido satisfaz não apenas
os três primeiros prinćıpios descritos na seção an-
terior (conectividade, direção e hierarquia), mas
também o prinćıpio iv , ao incorporar o “signi-
ficado” das relações. Dessa forma, a gramática
⟨R,N,L,C, F,G⟩ constitui uma formulação mais
completa e interpretável da GHG, compat́ıvel
com os requisitos estruturais e semânticos das
GD.

As demonstrações aqui apresentadas eviden-
ciam como a GHG é capaz de representar, de
forma sistemática, os prinćıpios estruturais que
regem as GD. A inclusão de uma camada inter-
pretativa, como em D2, amplia esse modelo ao
contemplar também o prinćıpio do significado das
relações sintáticas.

Ainda que simplificadas, essas demonstrações
são suficientes para ilustrar, de modo in-
trodutório, o funcionamento interno de uma
gramática de dependências. Elas tornam viśıveis
os mecanismos formais que organizam a estrutura
sintática dos enunciados, oferecendo uma base
sólida para a compreensão de elementos funda-
mentais das GD.

5 Considerações Finais

Este artigo teve como objetivo apresentar, de ma-
neira introdutória e formal, os fundamentos cen-
trais das Gramáticas de Dependência (GD), enfa-
tizando tanto o conceito de dependência quanto
os prinćıpios estruturais que regem sua aplicação
em teorias lingúısticas. Foram abordadas três
dimensões principais: (i) a definição formal da
relação de dependência, a partir do trabalho
de Robinson (1970); (ii) a sistematização dos
prinćıpios estruturais comuns às principais GD,
como proposto por Mel’čuk & Polguère (2009); e
(iii) a demonstração, com base na Gramática de
Hays e Gaifman (GHG) (Hays, 1964; Gaifman,
1965), de como esses prinćıpios podem ser apli-
cados na construção de análises lingúısticas.

As caracteŕısticas essenciais abordadas neste
trabalho incluem: a conectividade, a direciona-
lidade, a hierarquia e a semântica das relações
sintáticas — propriedades que, quando formaliza-
das, permitem representar estruturas lingúısticas
como árvores sintáticas orientadas, aćıclicas e ro-
tuladas.
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A escolha por não incluir, neste artigo, as
relações de junção e translação — originalmente
propostas por Tesnière (2015 [1959]) — decorre
de uma decisão metodológica orientada pela
própria estrutura da GHG, que prioriza a de-
pendência como única relação sintática formali-
zada. Essa delimitação não compromete a ge-
neralidade da abordagem, mas permite eviden-
ciar com maior precisão os prinćıpios fundamen-
tais das GD em sua formulação clássica, tal
como empregada em diversos modelos compu-
tacionais. Ao concentrar-se na estrutura pro-
jetiva e nas dependências binárias hierárquicas,
o artigo busca esclarecer os mecanismos essenci-
ais de organização sintática, sem a sobrecarga de
fenômenos que demandariam arcabouços teóricos
adicionais.

A relevância do tema é reforçada pela am-
pla utilização das GD em tarefas contemporâneas
de Processamento de Linguagem Natural (PLN),
especialmente em contextos multiĺıngues como
o projeto Universal Dependencies (De Marneffe
et al., 2021). Estudos recentes apresentados em
eventos como o STIL (Lopes et al., 2024; Souza
et al., 2024) e trabalhos aplicados ao português
brasileiro (Duran & Pardo, 2024; Franco, 2024;
Pagani, 2024; Pagano et al., 2024) demonstram
a atualidade e a vitalidade do campo, evidenci-
ando a importância de consolidar, em português,
revisões teóricas que possam servir de base à
formação de novos pesquisadores.

Portanto, espera-se que este artigo contribua
para tornar mais acesśıvel o universo das GD,
não apenas como técnica de anotação ou mo-
delo computacional, mas como uma abordagem
teórica completa para a descrição sintática das
ĺınguas naturais.
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artigo.

Referências

Blake, Barry J. 2001. Case. Cambridge Univer-
sity Press. 10.1017/CBO9781139164894
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Lingúıstica Teórica e Aplicada 21(1). 23–56.

10.1590/S0102-44502005000100002

De Marneffe, Marie-Catherine, Christopher D
Manning, Joakim Nivre & Daniel Ze-
man. 2021. Universal dependencies.
Computational linguistics 47(2). 255–308.

10.1162/coli_a_00402

De Marneffe, Marie-Catherine & Joakim
Nivre. 2019. Dependency grammar. An-
nual Review of Linguistics 5(1). 197–218.

10.1146/annurev-linguistics-011718-011842

Debusmann, Ralph. 2000. An introduction to de-
pendency grammar. Hausarbeit fur das Haupt-
seminar Dependenzgrammatik SoSe 99(1). 1–
16

Diestel, Reinhard. 2017. Graph theory. Springer
5th edn. 10.1007/978-3-662-70107-2

Duran, Magali Sanches & Thiago Alexandre Sal-
gueiro Pardo. 2024. Anotação de córpus, um
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School of Mathematics and Systems Engine-
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