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Resumo

Este artigo trata da identificagdo dos dominios
discursivos Juridico, FEntretenimento, Jornalistico,
Forum Virtual e Instrucional do portugués brasi-
leiro no nivel sentencial, amostrados do corpus Caro-
lina. Avaliamos propriedades gramaticais, lexicais e
semanticas. Demonstramos que os dominios sao dis-
cerniveis e se organizam em uma escala consistente
que associamos a distingao oral-envolvido vs. literato-
informacional a partir da comparacao com outros tra-
balhos. Treinamos classificadores Transformer em
um novo dataset de sentencas para identificagdo de
dominios, alcancando alta performance. Os padroes
de erro dos modelos correlacionam-se com a escala
identificada, indicando a captura desta dimensao de
variagao. Disponibilizamos publicamente os datasets
e modelos produzidos.

Palavras chave

dominios discursivos; Portugués Brasileiro; classi-
ficacao de sentengas; modelos transformer; variagao
linguistica

Abstract

This paper addresses the identification of the Ju-
ridical, Entertainment, Journalistic, Virtual, and Ins-
tructional discourse domains of Brazilian Portuguese
at the sentence level, sampled from the Carolina cor-
pus. We evaluate grammatical, lexical, and seman-
tic properties. We demonstrate that the domains
are discernible and organized into a consistent scale,
which we associate with the oral-involved vs. literate-
informational distinction based on comparison with

other works. We trained Transformer classifiers on a
new sentence dataset for domain identification, achi-
eving high performance. The models’ error patterns
correlate with the identified scale, suggesting the mo-
dels captured this dimension of variation. The data-
sets and models developed in this study are publicly
available.
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1. Introducao

A heterogeneidade é uma caracteristica intrin-
seca da linguagem: todas as linguas humanas
apresentam uma enorme capacidade de variacao.
Quando pensamos nessa variacao linguistica, sao
as diferencas entre dialetos que prontamente nos
ocorrem. Entretanto, a linguagem humana é
muito mais plastica do que pode parecer a pri-
meira vista: uma mesma pessoa pode, num inter-
valo de segundos, redigir um documento juridico
e fazer um post numa rede social, mudando com-
pletamente as caracteristicas da linguagem pro-
duzida em resposta ao espaco daquela producao.
Este tipo de variacao contextual pode ser descrito
como variacdo em registro, género ou dominio
discursivo — cujas diferencas discutiremos na
Secao 2 — e é uma parte intrinseca e fundamental
da competéncia da linguagem humana.
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O entendimento desses fenémenos de variagao
é, portanto, essencial no desenvolvimento de teo-
rias e modelos da linguagem (Catford, 1965). En-
tretanto, essas distingoes tém se tornado criticas
também no desenvolvimento de tecnologias da
linguagem: se antes a adaptacao de um modelo
generalista a um dominio especifico para a re-
alizagdo de tarefas daquele dominio — a cha-
mada domain adaptation — era suficiente para
abordar a variagao linguistica no PLN, a im-
plantacao de modelos gerativos em grande escala
como assistentes virtuais universais tem mudado
esse cendrio, ji que agora esses modelos preci-
sam acompanhar a plasticidade linguistica dos
individuos que almejam assistir.

Entretanto, a incorporacao da variacao
linguistica como parametro, seja na linguistica
tradicional ou no desenvolvimento da tecnologias
da linguagem, exige: (i) o entendimento acerca
de que formas, em quais dimensoes e escopos esse
tipo de variagao se da, através de quais carac-
teristicas se manifesta e quais tarefas de proces-
samento de linguagem impacta; (ii) recursos que
permitam estudar esses fendomenos de variagao,
identificar diferentes variedades e representar e
selecionar as variedades de interesse para cada
aplicacao.

Nessa linha, nosso propdsito neste artigo
¢ explorar a maneira como esse tipo de va-
riagao situacional se d& no portugués brasileiro,
desenvolvendo no processo recursos linguistico-
computacionais abertos que facilitem a distin¢ao
das variedades estudadas, buscando facilitar a
elaboracao de recursos e modelos sensiveis a va-
riacao linguistica no futuro.

Mais especificamente, adotamos o dominio de
discurso ou dominio discursivo como a dimensao
de variacao linguistica sobre a qual nos de-
brucamos. Exemplos de dominios discursivos sao
textos juridicos, de entretenimento, jornalisticos,
de féruns virtuais e textos instrucionais.

Uma literatura significativa se debruga so-
bre a caracterizacao e diferenciagdo computaci-
onal das variedades situacionais da lingua portu-
guesa. Em especial, trabalhos como Kauffmann
(2005), Sardinha et al. (2014b) e Sardinha (2017)
realizam a andlise multidimensional, como pro-
posta por Biber (1988), de diferentes registros do
portugueés, a partir da anotacao semiautomatica
de caracteristicas linguisticas e da identificacao
de padroes subjacentes de coocorréncia dessas
caracteristicas. Nossa pesquisa possui diversas
semelhancas com os trabalhos dessa linha, en-
tretanto focamos no escopo sentencial, no nivel
especifico dos dominios discursivos, analisamos
caracteristicas linguisticas de forma individuali-

zada, ao invés de seus padroes de coocorréncia,
propomos novas etapas de andlise, e acoplamos
o estudo da variacdo e da diferenciabilidade ao
desenvolvimento de classificadores automaticos

para tal.
Apesar dessas distin¢cbes — ou em razao de-
las — vemos nossos experimentos como com-

plementares aos experimentos prévios da litera-
tura e acreditamos que esses resultados podem,
em conjunto com os anteriores, fornecer um en-
tendimento mais profundo acerca da variacdo
linguistica situacional no portugués, bem como
serem usados na construcao de uma base sélida
para o desenvolvimento de recursos sensiveis a
variacao.

Organizamos este trabalho em duas partes
complementares: na primeira investigamos a di-
ferenciabilidade computacional dos dominios do
portugués, com foco no escopo sentencial, bus-
cando responder as seguintes questoes:

Q1 Os dominios discursivos sao computacional-
mente discerniveis nesse escopo?

Q2 Em caso afirmativo, quais propriedades os
diferenciam?

Q3 Quais problemas e tarefas de PLN podem se
beneficiar da diferenciacao de dominios nesse
escopo?

Para responder a essas perguntas, usamos da-
dos do corpus Carolina, um corpus geral do por-
tugués, com foco nas variedades brasileiras, com-
posto de textos abertos extraidos da internet.
O corpus inclui anotagao acerca do dominio do
discurso de cada texto (Sturzeneker et al., 2022;
Crespo et al., 2023). Avaliamos a discernibili-
dade dos cinco dominios mais prevalentes entre
os dados — Jornalistico, Instrucional, Juridico,
Forum Virtual' e Entretenimento — sob os se-
guintes aspectos: nivel de duplicacao, distri-
buicao de propriedades linguisticas, diferencas
vocabulares e separabilidade em espagos de em-
beddings semanticos.

Na segunda parte, nos debrugamos sobre o de-
senvolvimento de modelos para a classificacao au-
tomatica de dominios discursivos em portugués
brasileiro, modelada como um problema de clas-
sificacdo de sentengas, como ilustrado na Fi-
gura 1. Produzimos um dataset para treinar e
aperfeicoar diversos modelos estado-da-arte para
esta tarefa, comparando seus desempenhos a luz
da nossa investigacao anterior sobre diferenciabi-
lidade dos dominios.

'Por questdes de espaco, abreviamos Férum Virtual
para Virtual, quando convém.



(A) (B)

"Talvez ndo seja
—— » uma bruxa do m—— @ =——
mal." I

Entretenimento

2N
.

Juridico

"Providéncias
vedadas na I

instéancia

extraordinaria." I

ENT & — __

JOR
VIR
JUR

(D)

Figura 1: Tlustragao da classificacao de
dominios em nivel de sentengas: (A) Documentos
de um dominio especifico; (B) Extragao de sen-
tengas; (C) Andlise por classificador da sentenga,;
(D) Recuperacao do dominio original.

Além das nossas analises, sao resultados desta
pesquisa trés subcorpora do corpus Carolina, vol-
tados para a diferenciacao de dominios discursi-
vos do portugués brasileiro, e cinco modelos de
classificacio automética de dominios.?

Este artigo esta organizado da seguinte forma:
na Secdo 2, apresentamos a fundamentacao
tedrica que sustenta nosso trabalho; na Secao 3
os trabalhos correlatos ao nosso; na Secao 4, de-
talhamos os datasets construidos e utilizados; na
Secao 5, apresentamos e justificamos a metodo-
logia geral adotada nas duas etapas do trabalho;
na Secao 6 sao apresentados os procedimentos
e resultados obtidos para a investigagao de dis-
cernibilidade dos dominios; na Secao 7 apresen-
tamos os resultados e andlise referentes ao de-
senvolvimento de classificadores de dominio e na
Secao 8, apresentamos nossas conclusoes e futu-
ras direcoes de trabalho.

2. Fundamentagao Tedrica

Neste trabalho, abordamos a variacao intra-
linguistica no portugués brasileiro, com foco nas
variedades chamadas de dominios discursivos ou
de dominios do discurso, especificamente aque-
les presentes no Corpus Carolina. A definicdo
de trabalho durante a construcao desse corpus é
a de que dominios do discurso sao varieda-
des em uma lingua natural, caracterizadas por

2Esses e outros recursos relacionados a este trabalho
podem ser encontrados em: https://github.com/stars/
frserras/lists/domain-discernibility-carolina

propriedades e estruturas linguisticas que refle-
tem a situacao comunicativa dos espacos em
que os textos sao produzidos e veiculados, exem-
plos sendo textos juridicos, de entretenimento,
jornalisticos, etc. Nesta secao confrontamos este
com dois conceitos correlatos, registro e esfera
discursiva, o que culminard numa definicao mais
precisa dos dominios estudados e fundamentara
os aparatos metodolégicos utilizados para dife-
rencia-los.

No contexto da sociolinguistica e dos estudos
de registro (Ellis & Ure, 1969; Ghadessy, 1988),
as variacoes de registro constituem uma ampla
gama de variagoes de linguagem que surgem em
fungdo da situagao comunicativa em que os
falantes se encontram (Biber, 2006). Ferguson
(1994) diferencia registros de (i) dialetos, que
emergem da comunicacao recorrente dentro de
um mesmo grupo social, e de (ii) géneros, que
emergem no uso recorrente de um mesmo tipo
de mensagem.

Registros seriam compostos de trés compo-
nentes: parametros que especificam o tipo de
situacao em que ocorrem, propriedades ou
marcagoes linguisticas que diferenciam seus
enunciados dos de outros registros, e fungoes
comunicativas e/ou convengées que conec-
tariam essas duas componentes (Biber, 1994).

Existem diversos sistemas para descrever os
parametros situacionais de diferentes registros,
e.g. Crystal & Davy (1969), Hymes (1974),
Brown & Fraser (1979) e Duranti (1985). A mai-
oria inclui a relagao entre os enunciadores, o am-
biente e seu nivel de compartilhamento, o nivel de
formalidade, o canal e o modo de comunicacao,
o propésito da comunicacao e o tépico ou tema
da enunciagao (Biber, 1994). O mesmo acon-
tece com as caracteristicas linguisticas passiveis
de carregar marcagoes de registro: Ferguson
(1994) inclui vocabulario, entonacao, formagoes
sintaticas e fonolégicas, enquanto Biber (1994)
faz uma lista mais detalhada, incluindo carac-
teristicas morfolégicas, uso de classes morfos-
sintaticas, estratégias de derivacao, diferentes ti-
pos de clausulas e especificacao léxica.

A caracterizacdo e a diferenciacdo dos regis-
tros de uma lingua, entretanto, nao podem ser
realizadas a partir da andlise isolada de apenas
uma dessas caracteristicas. Diversos trabalhos
defendem uma abordagem multivariavel. Além
disso, o cerne da diferenga encontra-se, nao em
estruturas exclusivas, mas na forma como cada
registro emprega, com frequéncias distintas, as
estruturas gramaticais globais da lingua a qual
pertence. Dessa forma, a caracterizacao e dife-
renciacao de registros pede também uma analise
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quantitativa de multiplas caracteristicas e di-
mensoes linguisticas, sob uma abordagem pro-
babilistica (Biber, 1994).

Um caso proeminente na aderéncia a esses
principios é o da abordagem chamada analise
multidimensional, que, como discutiremos na
Secao 3, propdoe um arcabouco de investigagao
dos padroes probabilisticos de coocorréncia de
multiplas propriedades linguisticas para identifi-
car os arquétipos de variagao entre registros (Bi-
ber, 2006).

Uma critica frequente ao conceito de registro
é sua generalidade (Crystal & Davy, 1969), ja
que registros podem ir desde variedades muito es-
pecificas como “prosas académicas em artigos de
psicologia” até distin¢oes bastante gerais, como a
entre “enunciado escrito” e “enunciado falado”.
Muitos autores da area, entretanto, consideram
essa uma vantagem conceitual e se aproveitam
dela metodologicamente (Biber, 1994).

Ja as esferas discursivas sao variedades
linguisticas associadas a campos especificos
da atividade humana e que sao habitadas
por tipos de enunciados caracteristicos e relativa-
mente estaveis, cujas propriedades responderiam
as condigoes e finalidades de comunicagao do
campo em questao. Exemplos seriam os campos
juridico, religioso e académico (Bakhtin, 2016).

Elas seriam constituidas de conjuntos de
coergoes que regulam a producao da linguagem,
de forma que a lingua refrate a realidade segundo
a logica do campo de atividade no qual a lingua-
gem ¢é produzida (Grillo, 2006). A esfera, entao,
condicionaria as relacoes entre os enunciados, en-
tre os enunciados e seus objetos e entre os enunci-
ados e os enunciadores, acarretando em variagoes
nas escolhas lexicais, fraseolégicas, gramaticais e
composicionais durante a producao da linguagem
(Bakhtin, 2016; Grillo, 2006).

A esfera é entendida como um nivel superior
numa gradagao, estando num patamar mais ge-
ral do que os tipos de enunciados que compoem
géneros, e muito mais geral que variacoes mais
pessoais e estilisticas (Grillo, 2006).

E possivel observar as semelhangas entre os
conceitos de registro e esfera com o de dominio
anteriormente apresentado. Para aperfeicoar
nosso entendimento, propomos a seguinte de-
finicao de trabalho para os dominios discursivos
abordados, posicionando-os na intersecao entre
registro e esfera: Dominios do discurso sao
tipos especificos de registros de uma lingua, ou
seja, sao variedades que emergem a partir de si-
tuacoes comunicativas recorrentes e cujas es-
truturas e caracteristicas linguisticas carregam
marcacoes associadas aos parametros que defi-

nem tais situacoes. Dominios ocupam um seg-
mento especifico do espectro de generalidade dos
registros, estando associados a situacgoes comu-
nicativas relacionadas ao campo de atividade
humana em que a linguagem é produzida e vei-
culada, sendo produto das coercoes ideolégicas
deste campo de atividade, de forma similar as
esferas discursivas de Bakhtin (2016).

Essa definichio nos permite aderir aos
principios metodolégicos do estudo de registros
mencionados e contextualizar nosso trabalho
dentro dessa literatura — o que faremos na
préxima secdo — a0 mesmo tempo em que nos
atemos ao espago de variacao mais restrito e bem
definido da esfera discursiva, nos aproveitando
do conhecimento acerca de suas dinamicas de
manutencao.

3. Trabalhos Relacionados

Nesta secao, apresentamos um panorama de tra-
balhos correlatos ao nosso, passando de forma
breve pelos diferentes topicos que abordamos ao
longo do artigo. Retomaremos posteriormente
muitos desses trabalhos para comparacao direta
e andlise cruzada com os nossos resultados, em
especial nas Segoes 6.5 e 7.2.

Para facilitar a leitura, dividimos a apre-
sentacao dos trabalhos correlatos em duas partes:
uma focada na diferenciabilidade de variedades
(Subsecao 3.1) e uma focada na classificacao de
variedades (Subsecao 3.2), entretanto existe uma
forte conexao entre os grupos de trabalhos men-
cionados nas duas partes.

3.1. Trabalhos acerca da
diferenciabilidade de variedades

Como mencionado na Secao 2, alinhamos nosso
tratamento tedrico e principios metodolégicos a
chamada andlise de registros, que estuda a va-
riagao intralinguistica em funcao do contexto si-
tuacional. Dentro dessa area, os trabalhos mais
similares ao nosso sao os da abordagem da analise
multidimensional.

A andlise multidimensional (MDA, do inglés
Multidimensional Analysis), proposta em Biber
(1986, 1988) é uma abordagem ao estudo de re-
gistros que parte do principio de que diferen-
tes situagoes exigem a adaptacao funcional da
linguagem e de que essas adaptagoes funcionais
subjacentes se manifestariam superficialmente na
forma de modificagoes sistematicas no uso de
propriedades linguisticas, de maneira estocastica
porém pervasiva (Biber & Conrad, 2009c¢).



Numa anélise multidimensional tipica, utiliza-
se um corpus com documentos anotados por
registro, que é entao etiquetado de forma au-
tomatica segundo uma grande quantidade de
propriedades 1éxico-gramaticais, resultando em
representagoes multidimensionais de cada do-
cumento. Essas representacoes sao reduzidas,
através de andlise fatorial, para um espaco de
menor dimensionalidade. Nesse processo, as
relagoes de coocorréncia das propriedades que
mais explicam a variabilidade dos dados sao con-
jugadas nessas dimensoes de variagao. O método
também retorna a importancia — positiva ou ne-
gativa — de cada uma das propriedades para
cada uma das dimensoes. Esses dados sao usa-
dos por especialistas para construir uma inter-
pretacao funcional para cada uma dessas di-
mensoes de variagdo, num processo iterativo de
analise que leva em consideragao a maneira como
diferentes documentos e registros se posicionam
a cada uma dessas dimensoes (Biber & Conrad,
2009¢).

Os conceitos bésicos da anélise multidimensi-
onal foram propostos em Biber (1986) e foram
posteriormente estendidos em Biber (1988), que
se tornou a referéncia fundacional para a técnica.
Biber (1989) apresentou formas de construgao de
tipologias textuais derivadas da MDA, identifi-
cando registros com comportamento coeso, e Bi-
ber & Finegan (1989) aplicou a técnica a dados
diacroénicos do inglés, identificado as tendéncias
funcionais de evolucao de diferentes registros ao
longo da histéria, investigacao que teve continui-
dade nos trabalhos de Biber & Finegan (1992) e
Biber & Finegan (2001). Biber (1995), por sua
vez, deu passos para além do inglés, conjugando
resultados de aplicagoes da MDA a diferentes
linguas e mapeando tendéncias interlinguisticas
sistematicas da variacao de registro.

Além da versao original da MDA, que foca
em caracteristicas léxico-gramaticais, variantes
foram propostas, aplicando as mesmas técnicas a
diferentes tipos de caracteristicas. Delfino (2021)
identifica, entre essas variantes, (i) a andlise mul-
tidimensional 1éxica, que foca na distribuicao
de itens léxicos para a identificagao de cam-
pos tematicos e construtos ideolégicos dos tex-
tos (Sardinha & Fitzsimmons-Doolan, 2025); (ii)
a analise multidimensional colocacional, que foca
nas distribuicoes de tuplas de palavras, identi-
ficando padroes nos efeitos de priming ou pré-
ativagao dos itens léxicos (Zuppardi, 2020); e (iii)
a chamada analise multidimensional semantica,
que foca em anotacgbes acerca dos campos
semanticos das palavras usadas.

Além da lingua inglesa, houve esforcos para
aplicar a MDA a outras linguas, incluindo
Coreano, Somali e Tuvaluano de Nukulaelae (Bi-
ber, 1995), Espanhol (Biber et al., 2006) e Russo
(Katinskaya & Sharoff, 2015). O mais interes-
sante é que a metodologia se mostrou, ao mesmo
tempo, sensivel as especificidades de cada lingua
e capaz de captar fendmenos transversais comuns
da variacao dos registros, havendo uma forte
equivaléncia nas dimensoes primarias de mode-
los MDA de diferentes linguas.

Para a lingua portuguesa, em especifico, di-
versos trabalhos baseados na metodologia MDA
foram desenvolvidos. Kauffmann (2005) foi pio-
neiro em trazer essa abordagem para o portugués,
mas com um numero reduzido de caracteristicas
analisadas e com foco em um registro especifico:
textos jornalisticos. Sardinha et al. (2014a,b) ex-
pandem o escopo desse modelo original, constru-
indo um modelo MDA amplo para o portugués
brasileiro, sobre um conjunto bem maior de re-
gistros, assemelhando-se ao trabalho original de
Biber (1988) para a lingua inglesa.

Posteriormente, Sardinha (2017) construiu
uma tipologia dos registros da lingua portuguesa
sobre esse modelo MDA do portugués, agrupando
os registros de acordo com suas similaridades fun-
cionais, aos moldes do que foi feito para o inglés
em Biber (1989), mencionado anteriormente.

Outras aplicagoes da MDA em portugués fo-
caram no desenvolvimento de modelos para re-
gistros especificos, visando estudar as carac-
teristicas e dinamicas de variagao internas desses
registros, como ¢é o caso de Kauffmann (2022) —
que deu continuidade ao trabalho de Kauffmann
(2005) sobre textos jornalisticos — de Faria Mar-
ques (2023) para textos juridicos e Kauffmann
(2020) para textos literarios.

Assim como esses tltimos, outros trabalhos,
sejam da linha da andlise multidimensional, ou
estudos linguisticos mais tradicionais, se propu-
seram a descrever as caracteristicas de variedades
linguisticas similares aos cinco dominios discur-
sivos que estudamos neste trabalho. Entre elas
destacamos (segmentados por dominio):

= Jornalistico: Kauffmann (2005), Kauffmann
(2022), Biber & Conrad (2019);

= Juridico: de Faria Marques (2023), Gozdz-
Roszkowski (2011), Carapinha (2018), Nauege
(2022);

= Forum Virtual: Biber & Egbert (2018), Sar-
dinha (2014), Biber & Conrad (2009b) Biber
& Conrad (2009a), Komesu (2005);

= Instrucional: Conrad (2001);



= Entretenimento: Pinto (2014), Sardinha &
Pinto (2017), Pinto (2013), Biber & Conrad
(2009b), Biber & Conrad (2019).

Nesse mesmo sentido, Costa (2018) é uma boa
referéncia geral, que busca distinguir elementar-
mente variedades linguisticas.

Um aspecto interessante da MDA é que di-
versos modelos MDA apresentam dimensoes de
variagao associadas a distingao entre discurso
mais e menos oralizado, ou mais coloquial e mais
técnico, usualmente caracterizada por proprieda-
des linguisticas relacionada a compactacao in-
formacional do texto (Biber, 1988, 2001; Lefer
& Vogeleer, 2016). Na nossa analise observa-
mos fenémenos similares e buscamos relaciona-
los com o conceito de complexidade de lingua-
gem, em especial com abordagens a complexidade
alinhadas a teoria da informacao.

Nesse sentido, convém mencionar que varios
trabalhos debrucam-se sobre a complexidade tex-
tual com esse recorte, incluindo Juola (2008), Eh-
ret & Szmrecsanyi (2016) e Ehret & Szmrecsanyi
(2019). Em especial, Ehret (2021) avalia especifi-
camente a variacao de métricas de complexidade
linguistica baseadas em teoria da informacao em
funcao dos diferentes registros linguisticos da
lingua inglesa.

No que tange a complexidade da lingua por-
tuguesa, a literatura é vasta e muito bem sinteti-
zada em Leal & Aluisio (2024). Em especial, Leal
et al. (2024) fornece um conjunto bastante amplo
de métricas de complexidade para o portugués,
com alguma sobreposicao com as caracteristicas
linguisticas avaliadas neste trabalho.

3.2. Trabalhos acerca da classificagao
automatica de variedades

Apés o estudo da diferenciabilidade dos domi-
nios, a segunda etapa do nosso trabalho trata
sobre o desenvolvimento de modelos para a clas-
sificagao automatica de dominios discursivos do
portugués no nivel sentencial. Para tal treinamos
modelos baseados em Transformers, mais espe-
cificamente bert-base, bert-large, albertina-100m
e albertina900m (Souza et al., 2020; Rodrigues
et al., 2023).

Varios trabalhos focam no desenvolvimento de
modelos especializados em dominios particulares,
visando capturar padroes de linguagem e reali-
zar tarefas especificas de dominio, como Fonseca
et al. (2016); Gu et al. (2021); Lee et al. (2019);
Beltagy et al. (2019); Zhou et al. (2013); Serras
& Finger (2021); Polo et al. (2021); de Colla Fur-
quim & de Lima (2012); Costa et al. (2023).

Entretanto, como aqui estamos interessados no
desenvolvimento de uma ferramenta geral capaz
de diferenciar os diversos dominios, adotamos
como base os modelos mencionados, que sao ge-
rais para a lingua portuguesa, abarcando diversos
dominios no seu pré-treinamento.

Muitos trabalhos anteriores se debrucaram
sobre a tarefa de classificar automaticamente
diferentes variedades intralinguisticas, em dife-
rentes linguas. Em alguns casos sao varieda-
des diatépicas, como em Dunn (2019); Goswami
et al. (2020); Saeed et al. (2024); van der Lee
& van den Bosch (2017), em alguns casos em
nivel de género, como em Kuzman et al. (2022);
Sharoff (2007); Kuzman et al. (2023a,b); Myntti
et al. (2024), e em alguns casos em nivel de re-
gistro, como em Kutuzov et al. (2016); Laip-
pala et al. (2017); Repo et al. (2023); Ronng-
vist et al. (2022); Kyroldinen & Laippala (2023);
Myntti et al. (2024). Usualmente esses traba-
lhos focam na classificacao no escopo de docu-
mento e os métodos de classificagdo variam desde
modelos classicos, como modelos Bayesianos e
Maéquinas de Vetor de Suporte, até modelos da
familia Transformers.

Em portugués, o foco usualmente é colocado
no nivel dialetal, com destaque para a diferen-
ciacao do portugués brasileiro do portugués eu-
ropeu. Esse é o caso de trabalhos como Zampieri
& Gebre (2012); Castro et al. (2016); Zampieri
et al. (2016b,a); Sousa et al. (2025). Outros tra-
balhos focam em outras variedades, como Zam-
pieri et al. (2016a), que se propoem a desenvol-
ver classificadores automaticos para diferenciar
periodos histoéricos da lingua portuguesa, e Kes-
sler et al. (1997) e Monte-Serrat et al. (2021),
que se propoem a diferenciar géneros textuais em
portugués brasileiro.

No que tange a classificagdo, nao localizamos
em nossa revisao bibliografica estudos que apre-
sentem a mesma confluéncia de caracteristicas
deste trabalho, nomeadamente a lingua-alvo, a
variedade intralinguistica sendo classificada e o
tipo de modelo usado para tal. Nesse sentido, o
resultado que encontramos mais comparavel ao
nosso advém de uma linha de investigacao so-
bre classificagao automatica de registros em um
escopo multilingue, que inclui os trabalhos de
Laippala et al. (2017, 2019); Repo et al. (2021);
Ronnqvist et al. (2021); Laippala et al. (2021);
Repo et al. (2023); Myntti et al. (2024); Eskeli-
nen et al. (2024); Henriksson et al. (2024). Essa
linha parte do CORE (Biber & Egbert, 2018),
um dataset de documentos em inglés extraidos da
web e anotados segundo um sistema hierarquico
de registros.



Os pesquisadores se debrugaram sobre a
criagao datasets de diferenciagdo de registro em
outras linguas — Finlandés (Laippala et al.,
2019; Skantsi & Laippala, 2023), Francés e Su-
eco (Laippala et al., 2020; Repo et al., 2021) —
usando o mesmo sistema de anotagao de registros
do CORE. Esses datasets foram entao combina-
dos ao CORE original para compor um dataset
multilingue de classificagao de registros, o Multi-
lingual CORE (MCORE).

Posteriormente, textos em outras linguas, in-
cluindo o portugués, foram extraidos do data-
set OSCAR (Ortiz Sudrez et al., 2019), anota-
dos manualmente segundo o mesmo sistema de
anotacgao e incorporados ao MCORE (Laippala
et al., 2022). Esses datasets, entretanto, sao sig-
nificativamente menores e sao utilizados apenas
para fins da avaliagao. O conjunto em portugués,
por exemplo, inclui 334 textos (Laippala et al.,
2023).

Ao longo dos anos — paralelamente a cons-
trugcao do MCORE — diversos modelos foram
testados na tarefa de classificagdo de registros,
comparando cenarios monolingues e multilingues
e utilizando diferentes estratégias. Atualmente
os melhores resultados sao os obtidos pelo mo-
delo XLM-R, um modelo multilingue baseado em
Transformers (Henriksson et al., 2024).

Embora semelhante, esta linha de pesquisa
adota um conceito de registro mais amplo e foca
em um cenario multilingue, no qual o portugués
é uma das linguas minoritarias. Diferente da
nossa abordagem, a analise é feita no nivel do
documento, e nao da sentenca, e busca manter
a distribuicao natural dos registros encontrados
na web. Nossa metodologia, por outro lado, con-
siste em balancear os diferentes registros a partir
de um conjunto de dados diverso e com licencas
permissivas.

Na Secao 7.2, fazemos uma comparacao qua-
litativa dos nossos resultados aos outros resulta-
dos de performance de classificadores de varie-
dades mencionados, tanto aqueles voltados para
registros, como aqueles voltados para outras di-
mensoes de variagao.

4. Dados

Para responder as perguntas de pesquisa e treinar
os modelos mencionados na Segao 1, utilizamos
os dados do Corpus Carolina, uma colecao digi-
tal aberta e curada de documentos em portugueés,
com foco no portugués brasileiro, desenvolvida
tanto para o treinamento de modelos de lingua-
gem, quanto para a pesquisa linguistica. Utili-
zamos a versao 1.2 - Ada do corpus, na qual
cada documento é anotado com informagoes ti-

polégicas, organizadas num cabegalho TEI ( Text
Encoding Initiative)(TEI Consortium, 2021) em
trés ambientes de metadados distintos:

= tipologia ampla, que representa uma divisao
metodolégica dos documentos, baseada em
como os dados foram segmentados durante a
andlise, obtencao e extracao da web;

= tipologia da fonte, que contém a informacoes
tipoldgicas do texto, conforme declaradas na
fonte da qual o documento foi extraido, sendo,
por este motivo, um ambiente com valores bas-
tante especificos e nao padronizados;

= dominio, que representa o dominio do discurso
do texto, alinhando-se a defini¢do apresentada
na Secao 2 e anotado usando um sistema de
categorias desenhado a partir da andlise das
diferentes fontes de documentos que compoem
0 CoTPUS.

Com relacao ao dominio do discurso, nosso
principal foco de interesse, os documentos do cor-
pus estao categorizados em dez grupos distintos,
representados na Tabela 1.

Dominio Razao de Documentos
Instrucional 41.8%
Juridico 23.8%
Entretenimento 14,7%
Jornalistico 10,6%
Forum Virtual 7.4%
Académico 0,5%
Comercial 0,43%
Legislativo 0,38%
Literdrio 0,19%
Pedagégico 0,096%
Tabela 1: Distribuicao dos documentos por

dominio no corpus Carolina.

Os cinco dominios principais do Carolina, que
representam, juntos, cerca de 98,4% dos tokens
do corpus, sdo definidos a seguir. As tipologias
declaradas na fonte contidas em cada um desses
dominios sao listadas:

= Instrucional: textos distribuidos em espacos
feitos para instruir e educar os leitores, como
enciclopédias virtuais. As tipologias como de-
claradas na fonte contidas nesse dominio sao:
verbete, recursos educactonais, documentacao
de ajuda e guia de viagem;

= Juridico: documentos distribuidos no Po-
der Judicidrio brasileiro. Engloba uma lista
muito diversificada de tipologias declaradas
na fonte, i.e. inteiro teor de acordao, edital,



memoria jurisprudencial, publicagao temdtica,
relatorio, audiéncia publica, discurso, pro-
posta de sumula vinculante, ata, constituicao
anotada, boletim de jurisprudéncia, biografia,
glossdrio, resolucao, composicdes plendrias do
Supremo Tribunal Federal e tratado;

= FEntretenimento: textos distribuidos em plata-
formas concebidas para fins de entretenimento.
Esse dominio consiste de uma tunica tipologia
declarada na fonte: legenda;

= Jornalistico: textos distribuidos em platafor-
mas de noticias e ambientes relacionados. As
tipologias declaradas na fonte nesse dominio
sao noticia, noticia cientifica, artigo, blogue
jornalistico e opinidao;

= Forum Virtual: textos distribuidos exclusiva-
mente em ambientes virtuais nativos, como
plataformas de midia social. As tipologias
declaradas na fonte contidas nesse dominio
sao pagina de usudrio, discussao, tweet, orga-
nizag¢do de atividades e compartilhamento de
experiéncias, blogue pessoal e perguntas faq.

A Tabela 2 contém exemplos de sentencas ex-
traidas do corpus para cada um desses dominios.
As fontes dos documentos em cada dominio po-
dem ser encontradas nas tags de proveniéncia do
corpus referentes a cada documento. Informagoes
gerais sobre a procedéncia também estao dis-
poniveis no website do Carolina.?

Para garantir representatividade em ambas as
etapas do trabalho, nos restringimos, nesta pes-
quisa, aos cinco dominios listados, que sdo os
mais bem representados dentro do corpus.

5. Metodologia

Nesta secao, apresentamos os detalhes meto-
dolégicos das duas partes deste trabalho: na
Subsecao 5.1 cobrimos a etapa de variagao e dis-
cernibilidade, enquanto na Subsecao 5.2 relata-
mos a metodologia referente a etapa de classi-
ficacao.

5.1. Metodologia de Investigacao de
Variagao e Discernibilidade

Nossa andlise de variagao e discernibilidade
englobou quatro abordagens distintas: grau
de duplicagao, distribuicao de propriedades
linguisticas, diferencas vocabulares e separabi-
lidade em espacos de embeddings seméanticos
dos dominios estudados. Essa divisao foi feita
para acomodar a natureza multifacetada dos

3https://sites.usp.br/corpuscarolina/
documenta/1-2-ada/repositorios-2023

dominios de discurso e prover uma andlise mul-
tivariavel das suas diferencas, ao molde das nos-
sas referéncias de andlise de registros (Segao 2).
A selecao dessas abordagens baseia-se nas nossas
expectativas acerca das diferencas linguisticas en-
tre os dominios:

= diferengas léxicas e convencionais, como o uso
de termos técnicos, linguagem formulaica e
expressoes faticas influenciam diretamente o
grau de duplicacao e a distribuicao vocabular
de documentos em cada dominio;

= distingoes na selecao de estruturas grama-
ticais levariam a diferencas morfologicas e
sintaticas, evidentes por meio da andlise das
caracteristicas morfossintaticas dos textos;

= diferencas nos temas e tépicos abordados nos
documentos, que influenciariam sua distri-
buicao vocabular, mas também seu conteido
semantico geral. Essa diferenca, por sua vez,
poderia ser detectada com o emprego de uma
analise de separabilidade em espacos de em-
beddings semanticos.

Como declarado anteriormente, o foco deste
trabalho é a distingao de dominios discursivos
por meio de uma abordagem computacional.
Nossa analise é, entao, consistentemente mediada
por ferramentas computacionais, a saber, Onion
(Segao 6.1), spaCy (Segao 6.2) e NILC embed-
dings (Segao 6.4).

Visando ter dados apropriados para a anélise
de discernibilidade, criamos uma versao me-
nor e balanceada em dominios do corpus Caro-
lina, denominada Carol-B.* O Carol-B contém
um numero semelhante de tokens para cada
um dos maiores dominios do Carolina: Ins-
trucional, Juridico, Entretenimento, Jornalistico
e Forum Virtual. No total, o subcorpus
contém 304.205.653 tokens, aproximadamente
60, 8 milhoes de tokens por dominio.

Para construir o subcorpus, fizemos uma amos-
tragem aleatéria de documentos de diferentes
dominios até atingirmos o numero de tokens
do menor dominio selecionado (Fdrum Virtual).
A amostragem foi realizada de modo a manter o
equilibrio de tipologias declaradas na fonte den-
tro de cada dominio.

40s links com todos os dados e cédigos-fonte desen-
volvidos para esse estudo estao disponiveis nesta lista:
https://github.com/stars/frserras/lists/domain-
discernibility-carolina


https://sites.usp.br/corpuscarolina/documenta/1-2-ada/repositorios-2023
https://sites.usp.br/corpuscarolina/documenta/1-2-ada/repositorios-2023
https://github.com/stars/frserras/lists/domain-discernibility-carolina
https://github.com/stars/frserras/lists/domain-discernibility-carolina

Dominio Sentencas de Exemplo

“Iniciou-se como escritora ao publicar ’’13 Contos de

Sobressalto’’ (1981), e dai em diante escreveu contos, romances

“Durante a era soviética a cidade abrigou pessoas de toda a

“Por isso a importéncia de um julgamento como esse, para trazer

“Destarte, nego provimento ao recurso.”

“Beth finalmente concordou com o divércio.”

“0 Griffin também armou um esquema para eliminar o querido primo

Instrucional

e teatro.”

Uni&o Soviética.”
Juridico

luz cada vez mais.”
Entretenimento

Herman.”
Jornalistico

“As maiores baixas foram registradas pelas agles dos bancos.”

“Ele j& cuidava de um ninho no muro de sua casa e entrou em
contato com o grupo para saber como salvar trés enxames do muro
da casa de um amigo que ia fazer uma reforma.”

Forum Virtual
“ndo dancei funk :(”

“S6 curiosidade , nem sei se existe pagina assim.

obrigado!”

Tabela 2: Sentencas extraidas dos cinco principais dominios do corpus Carolina.

Uma outra versao derivada do corpus, balan-
ceada e parcialmente deduplicada, chamada de
Carol-(D+B) também foi produzida como pro-
duto da andlise de nivel de duplicacdo dos di-
ferentes dominios.”

Esses dados foram utilizados de forma trans-
versal as abordagens do nosso estudo de discerni-
bilidade. Os procedimentos utilizados na andlise
de cada uma das abordagens e os resultados ob-
tidos por eles estao descritos nas Secoes 6.1, 6.2,
6.3 e 6.4.

5.2. Metodologia de Classificagao
Automatica

Na etapa de classificacao automatica, realizamos
o refinamento de quatro modelos pré-treinados,
baseados na arquitetura Transformer (Vaswani
et al., 2017), além do treinamento de modelos
Nuaive Bayes e Support Vector Machine (SVM)
(Jurafsky & Martin, 2009) para fins de com-
paracao.

Apesar de na primeira parte utilizarmos pro-
priedades linguisticas explicdveis para caracteri-
zar a variagao entre dominios, treinamos mode-
los baseados em Transformers para desenvolver
os classificadores, que recebem os textos brutos e
nao as features estudadas. Fazemos isso, porque,
apesar da riqueza e explicabilidade dessas featu-
res para fins de anélise, o conjunto ainda é muito

5 A metodologia de criacdo do Carol-(D+B) serd, apre-
sentada na Secao 6.1.

pequeno para permitir uma boa classificacao dos
textos. Entretanto, na Secao 7.1, conectamos as
duas andlises e levantamos hipdteses acerca de
como a performance dos modelos se correlaciona
aos resultados de diferenciabilidade que obtive-
mos na primeira etapa.

Mantivemos a abordagem orientada a sen-
tenca da primeira parte do trabalho e mode-
lamos o problema como uma classificacao de
sentengas, como ilustrado na Figura 1. A es-
colha torna a tarefa mais desafiadora, pois as
marcacoes linguisticas de registro sao mais sutis
nesse nivel, testando diretamente a diferenciabi-
lidade dos dominios.

A partir do Carol-(D+B) , produzimos um da-
taset de classificagdo de dominios em nivel de
sentenga, nomeado carol-domain-sents. Cada
exemplo do dataset consiste de uma sentenca
com comprimento entre 4 e 256 caracteres UTF-
8, anotada com o respectivo dominio discursivo.
O conjunto possui, ao todo, 4.531.553 sentencas,
distribuidas entre os dominios de acordo com a
Tabela 3.

A escolha de usar o subcorpus balanceado
na criagdo do dataset de classificacdo se deve
a intencao de equilibrar a representagao entre
os dominios no treinamento dos classificadores.
Além de tornar a tarefa computacionalmente
mais desafiadora, essa decisao se justifica pelo
fato de que a distribuigao do corpus Carolina nao
reflete a distribuicao real dos dominios discursi-
vos na web. Isso ocorre porque sua construcao
prioriza a coleta de dados abertos com licencas



permissivas, em vez de buscar representar fiel-
mente a distribuicao original dos dados, como faz,
por exemplo, o dataset CORE (Biber & Egbert,
2018; Laippala et al., 2021). Um exemplo claro
dessa discrepancia é a predominancia de docu-
mentos do dominio Juridico no Carolina: embora
menos comuns na web do que textos de foruns ou
redes sociais, eles s@o mais acessiveis do ponto
de vista legal e, por isso, mais presentes no cor-
pus. Assim, o viés introduzido pela distribuicao
do Carolina nao favoreceria um classificador apli-
cado a dados reais. Optamos, entao, por unifor-
mizar a distribuicao, tentando garantir, ao me-
nos, que os classificadores treinados aprendam a
distinguir os diferentes dominios com a mesma
capacidade.

Para fins de treinamento, o conjunto de da-
dos carol-domain-sents foi particionado em trés
subconjuntos: busca de hiperparametros (hps),
treinamento (train) e avaliagdo (test) de forma
aleatoria conforme apresentado na Tabela 3.
A aleatorizacao foi aplicada sem nenhuma im-
posicao para balancear a distribuicao de sen-
tencas dos diferentes dominios entre os subcon-
juntos da particao, entretanto como a amos-
tragem foi uniforme e o carol-domain-sents foi
construido a partir do Carol-(D+B), que ja ha-
via sido balanceado, o resultado final apresen-
tou bom balanceamento. Uma limitagdo da es-
tratégia empregada é nao garantir que sentencas
do mesmo documento de origem sejam designa-
das para o mesmo subconjunto. Contudo, acredi-
tamos que a robustez dos resultados é assegurada
pelo grande volume de textos e de sentencas uti-
lizadas no experimento, que mitiga possiveis pro-
blemas.

Os dados do carol-domain-sents foram utiliza-
dos para o treinamento de cinco modelos, deta-
lhados a seguir.

O modelo Naive Bayes, escolhido como re-
feréncia-base para comparacao, aproxima uma
distribuigao multinomial com 30.000 (trinta mil)
varidveis. Cada varidvel correspondendo a um
token do dataset, ignorando-se capitalizagao.
Os tokens selecionados como varidveis sao os
mais frequentes, desde que aparecam em pelo me-
nos cinco exemplos e em no méaximo 95% dos
exemplos. HEsse modelo foi treinado utilizando a
particao train completa. Um cendrio analogo foi
adotado para o modelo SVM.

Também refinamos quatro modelos baseados
na arquitetura Transformer: bert-base, bert-
large, albertina-100m e albertina-900m. Os dois
primeiros correspondem a variagoes do modelo
BERTimbau (Souza et al., 2020), enquanto que
os dois tultimos correspondem a modelos pré-

treinados em portugués brasileiro da familia Al-
bertina (Rodrigues et al., 2023), baseada no mo-
delo DeBERTa (He et al., 2021).

Antes do treinamento/refinamento propria-
mente dito, realizamos uma busca de hiper-
parametros com a biblioteca Optuna (Akiba
et al., 2019) sobre a particdo hps, dividindo-a
em 90% para aprendizado e 10% para validagao.
Para os modelos Transformer, realizamos uma
busca para a taxa de aprendizado, taxa de de-
caimento e taxa de aquecimento, onde o mo-
delo é treinado por trés épocas sobre cada com-
binagao. Ja& para os modelos baseline busca-
mos otimizar os parametros para a construcao do
TF-IDF (Sparck Jones, 1972) (frequéncia minima
para inclusao, frequéncia maxima para exclusao,
n-gramas considerados) e o hiperparametro res-
pectivo do modelo, o no caso do modelo Naive
Bayes e a regularizacao a do modelo Sup-
port Vector Machine (Cortes & Vapnik, 1995).
Para cada modelo foram verificadas cem com-
binagoes de hiperparametros escolhidas com o
Tree-Structured Parzen Estimator (Watanabe,
2025).

Selecionamos os valores de hiperparametros
para os quais o modelo sendo avaliado alcangou
sua melhor acuricia de validacdo.® A Tabela 4
apresenta os hiperparametros buscados e seus
respectivos intervalos de busca,” enquanto as
Tabelas 5 e 6 apresentam os valores de hi-
perparametros 6timos obtidos para os modelos
Transformer e baselines respectivamente.

Com esses valores de hiperparametros, reali-
zamos o refinamento dos modelos baseados em
Transformer na particao train, utilizando 99.9%
dos exemplos para o treinamento em si e 0.01%
para validacao. Todos os modelos base foram ob-
tidos a partir da biblioteca Hugging Face (Wolf
et al.,, 2020) e foram treinados com a biblio-
teca PyTorch (Ansel et al., 2024), utilizando
precisao mista (float32, bfloat16) com batela-
das (batches) de 32 exemplos, por cinco épocas.
Os modelos bert-base, bert-large e albertina-100m
foram treinados com duas placas graficas NVI-
DIA GeForce RTX 3090, enquanto que o mo-
delo albertina-900m utilizou duas placas graficas
NVIDIA Tesla A100. Para cada modelo, das
suas versoes ao final de cada época, selecionou-se
aquela com acurécia de validacao maxima como
representante final e avaliou-se sua performance
na particao test.

5Independente da época em que o melhor resultado foi
alcancado para os modelos Transformer.

7O parametro “taxa de decaimento” se refere & taxa de
decaimento dos pardmetros do otimizador AdamW (Losh-
chilov & Hutter, 2019) (81 = 0.9, 82 = 0.999).



Niumero de Sentencgas

Dominio/Conjunto carol-domain-sents train hps test

Juridico 906.409 713.635 14.371 178.403
Jornalistico 906.271 713.604 14.233 178.434
Instrucional 906.336 713.136 14.298 178.902
Forum Virtual 906.346 714.235 14.308 177.803
FEntretenimento 906.191 713.542 14.153 178.496
Total 4.531.553 3.568.152 71.363 892.038

Tabela 3: Distribuicao de sentencas por dominio para cada conjunto de dados.

Modelos Parametro Intervalo Passo Modelo n-grama Freq. min. F. méax. @
Tx. aprendizado 1076 a 1074 log sum (1,2) 2 0.5 2.97¢ — 5
Transformers Tx. decaimento 0a0.1 0.05 naive-bayes (1, 2) 2 0.6 5.77e — 2
Tx. aquecimento 0a0.2 0.01
n-grama 1a3 1 Tabela 6: Valores 6timos obtidos bela busca de
Freq. min. 1al0 1 hiperparametros para os modelos Baseline.
Baselines Freq. méx. 0.5 a0.95 0.05
a (svm) 1076 a 10% log
a (naive-bayes) 1072 a1 log  sobre os resultados obtidos. Entendemos a dedu-

Tabela 4: Espaco de busca dos hiperparametros

Modelo Aprendizado Decaim. Aquecim.
bert-base 2.1x 1075 0.00 0.05
bert-large 54x107%  0.08 0.05
albertina-100m 6.9x 1076  0.07 0.00
albertina-900m 3.6 x107%  0.03 0.20

Tabela 5: Taxas de aprendizado, decaimento e
aquecimento étimas segundo a busca de hiper-
parametros para cada modelo Transformer.

6. Discernibilidade Computacional de
Dominios Discursivos

Nesta secao, apresentamos os procedimentos e re-
sultados obtidos ao avaliar o nivel de discernibi-
lidade computacional e a natureza da variacao
linguistica entre os cinco dominios discursivos
estudados. Nossa analise se divide em quatro
abordagens: por meio do grau de duplicacao,
por meio da extracao automatica de propriedades
linguisticas, por meio de diferengas vocabulares e
por meio da separabilidade em espagos de embed-
dings seménticos, apresentadas nas Secoes 6.1,
6.2, 6.3 e 6.4, respectivamente.

6.1. Discernibilidade por Meio do Grau
de Duplicagao

Nossa abordagem para avaliar o grau de du-
plicagao textual entre os documentos de um
dominio consistiu em aplicar uma ferramenta de
deduplicacao automatica e realizar uma andlise

plicagdo como o processo de remocao de conteido
nao original de um corpus e, consequentemente,
deduplicado é um texto ou um corpus apds a re-
alizacao da deduplicacao.

A ferramenta de deduplicagao escolhida foi o
Onion (ONe Instance ONly) (Pomikalek, 2011).8
Onion é uma ferramenta que determina se cada
texto em um corpus esta totalmente ou parcial-
mente duplicado e remove as duplicatas. Um li-
mite de conteiddo duplicado T € [0,1] pode ser
fornecido como parametro, 7 = t significando
que somente os documentos com 10t% ou mais de
n-gramas repetidos serao considerados duplica-
dos e, consequentemente, removidos. Para clas-
sificar um n-grama como repetido, o Ongion com-
para os n-gramas dos textos com uma lista de
n-gramas encontrados anteriormente, durante o
processamento do corpus. Dessa forma, a dedu-
plicagao é dependente da ordem em que os docu-
mentos sao processados.

Utilizamos o Onion para comparar a taxa
de remocao de documentos duplicados em cada
dominio do corpus, e as configuragoes padrao
para todos os parametros, exceto para 7. Re-
petimos o processo de deduplicagao cinco vezes,
sendo que em cada uma os documentos estavam
aleatoriamente ordenados. Para cada dominio,
calculamos, ao longo dessas ordenacoes, a média
e a variancia da densidade de tokens removi-
dos (D) para diferentes valores da originalidade
minima requerida (O) para que um texto seja
mantido, definidas nas Equacgoes 1 e 2, respecti-
vamente (ver Figura 2).

8 Onion esté disponivel em: https://corpus.tools/
wiki/Onion.
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Figura 2: Curvas de densidade de perda de token por dominio.
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Ao analisar o comportamento das curvas da
Figura 2, fica claro que alguns dominios sao mais
suscetiveis a mudangas em O, por exemplo os
dominios Juridico e Entretenimento. Isso prova-
velmente decorre da natureza destes dominios.

Os textos juridicos podem ser muito se-
melhantes em sua estrutura e contém uma
linguagem mais padronizada e repetitiva,
como vemos nos seguintes exemplos: “Diante
do exposto, nego provimento ao recurso
ordindrio em habeas corpus.” e “Diante do
exposto, nego provimento ao recurso por
manifesta improcedéncia...”.

Ja os textos de entretenimento do Caro-
lina sao legendas de filmes infantis e séries de
TV que, muitas vezes, fazem uso de lingua-
gem repetitiva e simplificada, com sobreposicao
temdtica entre episédios da mesma série, como
observa-se em excertos como “Precisamos da
sua ajuda, Cloud.” e “Ndo, n3o precisamos
de sua ajudal!”.

Os dominios FEntretenimento e Juridico
também contém os maiores documentos, por-
tanto, quando o Onion lista e compara os
n-gramas, as médias maiores de tokens por do-
cumento provavelmente afetam as taxas de dedu-
plicagao.

Duas variaveis de grande interesse sao as den-
sidades de tokens removidos quando a originali-
dade exigida é minima D|p—p e maxima D|o—1.
Elas representam a densidade de documentos que
sao completamente duplicados e a densidade de

documentos que sao totalmente originais, res-
pectivamente. Os valores de D|p=1 para cada
dominio também sao mostrados na Figura 2.

Os dominios Juridico e Entretenimento tém
D|p=1 mais alto, o que segue os padroes
de comportamento mencionados anteriormente.
O dominio Instrucional tem o terceiro maior
D|o=1. Isso também pode ser explicado pelo fato
de que alguns textos enciclopédicos, que consti-
tuem grande parte dos textos nesse dominio, se-
guem um padrao mais estruturado.

Férum Virtual é o Gnico dominio com D|p—g
significativo, mas outros dominios também tém
algum nivel de duplicagao absoluta de acordo
com o Onion. Na Tabela 7, exibimos o ntimero
absoluto de tokens removidos por dominio
quando O = 0 e o nimero equivalente de to-
kens removidos quando consideramos cépias exa-
tas. Para fazer essa verificacdo, checamos quais
dos textos marcados pelo Onion como O = 0
eram de fato cépias exatas de outros textos do
dominio. Os unicos dominios com cépias exa-
tas, de acordo com essa verificacao, sao Fdrum
Virtual e Jornalistico. Notavelmente, o dominio
Forum Virtual contém o maior niimero de copias
exatas. Analisando as duplicatas, encontramos
varios exemplos de linguagem fatica e textos
funcionais, por exemplo, tweets de saudagao no
dominio Forum Virtual — como em “Boa noite
(ou madrugada, né?)” — e, no dominio Jor-
nalistico, postagens notificando os leitores de
que uma coluna nao seria publicada naquele dia,
como em “Excepcionalmente hoje a coluna
ndo sera publicada.”.

A ordem aleatdria dos textos teve um im-
pacto minimo nos resultados, evidente na sutil
variagao indicada pelo sombreamento mais claro
em cada linha do grafico. Os dominios Juridico



e Forum Virtual apresentaram maior variacao,
mas hé padroes consistentes discerniveis nas cur-
vas, ressaltando a robustez do Onion.

A Figura 2 e nossa analise apontam, como
esperado, para a discernibilidade dos dominios
com base nos graus de duplicagao interna. Em
parte, nossas conclusoes sao corroboradas por
analises prévias da linguagem nesses dominios ou
similares. Esse é o caso, por exemplo, do uso
de expressoes fixas e genéricas dentro da lingua-
gem juridica (Carapinha, 2018; de Faria Marques,
2023), entretanto nossa andlise prové uma pers-
pectiva nova e quantitativa sobre esses mesmos
fen6menos.

Para facilitar aplicagoes futuras, inclusive
o treinamento de modelos de classificacao au-
tomédtica (Segdo 7), desenvolvemos com base
nesta exploracao o Carol-(D+B):  Subcor-
pus Deduplicado e Balanceado do Carolina.
O Carol-(D+B) foi criado utilizando valores T
variados para cada dominio: 7 = 0 para Ins-
trucional, T = 0.1 para Jornalistico, T = 0.5
para Entretenimento e T = 0.8 para Juridico.
Esse processo produziu contagens de tokens de
62.766.935, 68.543.795, 60.880.758 e 81.863.020
por dominio, respectivamente. A metodologia
descrita na Secao 5 foi, entdo, reaplicada para
construir outro subcorpus equilibrado que incor-
porasse, agora, os dominios deduplicados.

6.2. Discernibilidade por meio de
propriedades linguisticas

O uso de propriedades linguisticas nos da um
arcabouco bem estabelecido e ancorado teorica-
mente para examinar a variagao entre dominios.
Ao mesmo tempo, a anotagao automatica de tais
propriedades nos permite fazé-lo em larga es-
cala, aplicando técnicas estatisticas de andlise a
grandes volumes de dados. Propriedades desse
tipo também sao vastamente utilizadas na lite-
ratura de andlise de registros, que nos serve de
inspiracao, como apontado nas Secoes 2 e 3.

Além disso, estamos interessados aqui na dis-
cernibilidade e na variacao entre dominios discur-
sivos do ponto de vista computacional. Em-
bora nem todas as propriedades linguisticas rele-
vantes possam ser garantidamente computdaveis
em sentido estrito, ao partirmos de carac-
teristicas linguisticas para as quais ja existem
modelos computacionais capazes de anoté-las
com niveis satisfatérios de precisao, podemos ga-
rantir que as conclusoes que extraimos sobre a
discernibilidade de dominios do discurso refletem
o potencial dessas caracteristicas de serem captu-
radas por sistemas computacionais em contextos
praticos de aplicacao.

Para a anotacao de propriedades linguisticas,
usamos o0s modelos pré-treinados do pacote
spaCy.? Sdo modelos estado-da-arte para o por-
tugués, que permitem a extracao de um conjunto
diversificado de caracteristicas linguisticas a par-
tir dos textos. Formalmente, definimos uma pro-
priedade linguistica F; como na Equagao 3, onde
U é um conjunto de unidades de texto sobre as
quais F; é calculada (por exemplo, palavras, n-
gramas, sentencas), F = {f;} é o conjunto de
valores f; que F; pode assumir e ¢; € 2U é o
contexto de anotacao. Um modelo é, entao, uma
aproximacao computdvel F; de F;. As proprie-
dades usadas em nossa analise e seus respectivos
conjuntos U e [ estao representados na Tabela 8,
definigoes especificas e exemplos para cada pro-
priedade sao fornecidos ao longo do texto.

As propriedades avaliadas foram previa-
mente selecionadas visando oferecer uma pano-
rama abrangente da variacao linguistica entre
dominios, em acordo tanto com nossas expec-
tativas de variacdo, apresentadas na Secao 5.1,
como com o que os trabalhos de Ferguson (1994)
e Biber (1994) postulam como sendo proprieda-
des passiveis de variacao segundo registro.

Embora algumas propriedades tenham sabida-
mente baixo potencial de diferenciagao, elas po-
dem pertencer a grupos de propriedades passiveis
de variacao e, nesses casos, consideramos impor-
tante submeté-las a verificacao empirica e repor-
tar os resultados obtidos, sejam positivos ou ne-
gativos, a fim de sustentar ou refutar tais su-
posicoes com base em evidéncias. Trabalhos
como Biber (1988) e Sardinha et al. (2014b) fa-
zem o mesmo, ao selecionar conjuntos amplos de
features, reportando posteriormente quais apre-
sentaram ou nao papeis significativos para os
fenomenos de variacao sendo estudados.

F; U x oU 5 F; (ui, i) = Fj(ui,ci) = fi (3)

Devido ao tamanho do corpus e dos modelos,
analisamos uma amostra S de 1% do Carol-B.
Para as propriedades numéricas, isto é, aque-
las para as quais F = N, as estatisticas foram
obtidas a partir da agregacao de todo o con-
junto S§. Para as demais caracteristicas, aplica-
mos uma técnica de particionamento: & foi di-
vidido em 10 partigoes s; e a distribuicao dos
valores de cada propriedade F; foi obtida a par-
tir do computo independente da propriedade-alvo
em cada particao s;, para cada dominio Dy.

“https://spacy.io/
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Tokens removidos

Tokens removidos

(Onion) (Duplicatas exatas)
Instrucional 519 0
Entretenimento 1.139 0
Journalistico 4.913 1.019
Juridico 0 0
Foérum Virtual 6.002.616 32.322
Total 6.009.187 33.341

Tabela 7: Comparacao entre tokens removidos pelo Onion e duplicatas exatas.

Feature U
Tokens por Sentenca Sentenca
Caracteres por Token Token
Stop Words por Sentenga Sentenca
Tokens por Sentenca Sentenca
Sinais de pontuacgao por Sen- Sentenca
tenca

Numero Morfolégico Token
Caso Morfolégico Token
Geénero Morfolégico Token
Tempo Morfolégico Token
Modo Morfolégico Token

Classe de Entidade Nomeada Sequéncia de

Parte do discurso Token

Token

Z 2 2Z 2Z 2Z |9

{SING (Singular), PLUR (Plural), @ }

{NOM (Nominativo), DAT (Dativo),
ACC (Acusativo), @ }

{MASC (Masculino), FEM (Feminino), &
}

{PRES (Presente), PAST (Passado), IMP
(Imperfeito), FUT (Futuro), @ }

{SUB (Subjuntivo), IND (Indicativo),
CND (Condicional), & }

{ORG (Organizagao), MISC
celanea), LOC (Localizacao),
(Pessoa), @ }

{SCONJ (Conj. Subordinativa), VERB
(Verbo), PROPN (Nome Préprio), PRON
(Pronome), CCONJ (Conj. Coordena-
tiva), ADV (Advérbio), AUX (Verbo Au-
xiliar), ADJ (Adjetivo), DET (Determi-
nante), NOUN (Substantivo), ADP (Pre-
posicao), INTJ (Interjeicao), NUM (Nu-
meral), X (Outro/Indefinido), PUNCT
(Pontuacao), SYM (Simbolo)}

(Mis-
PER

Tabela 8: Propriedades linguisticas avaliadas neste trabalho.

Para cada propriedade F;, calculamos a pro-
babilidade média sobre as particoes s; de F; ser
fi se o dominio do discurso for Dy, representada
por P;(fi|Dx) e definida na Equagdo 4. Usamos
o erro padrdo o;(f;|Dy) como o erro correspon-
dente.

P;(filDy) = |5!ZP = filD=Dy)  (4)

Para diferenciacao entre os dominios, compa-
ramos (P;(fi|lDk),0;(fi|Dx)) para cada par de
dominios de discurso distintos. Executamos o
teste T' de Student para cada par e relatamos ape-
nas as diferencas entre pares de dominios em que
o valor p associado ao teste é p < 0,03, ou seja,
relatamos apenas os casos em que a confianga da
diferenca entre os dominios é maior que 97%.1°

OPara permitir a visualizacdo, exibimos um subcon-
junto representativo das distribuigoes, estando graficos
complementares disponiveis nos nossos repositérios.



Este processo nos permitiu concluir que varias
das propriedades avaliadas sao distintivas en-
tre dominios, bem como observar a natureza de
sua variacdo. A seguir apresentamos os resulta-
dos obtidos, segmentando-os entre propriedades
numéricas e categdéricas.

Propriedades numéricas (F =N)

Esse conjunto de propriedades demonstra, de
forma consistente, diferencas perceptiveis entre
os dominios. Especificamente, os documentos
Juridicos apresentam maior comprimento médio
(Figura 3), empregam palavras maiores (Figura
4) e contém um numero maior de sinais de pon-
tuagao e stop words (Figura 5) por sentenga.
Com relagdo ao valor médio das propriedades
numéricas, o dominio Juridico é seguido por Jor-
nalistico e Instrucional — que alternam entre
si nas posicoes seguintes — e, apds estes, pelos
dominios Férum Virtual e Entretenimento, que
apresentam as médias mais baixas.

O padrao recorrente observado, em que as
propriedades exibem sistematicamente uma de-
terminada ordem dos dominios, sugere uma es-
trutura hierarquica entre esses dominios. Uma
maneira possivel de explicar esse comportamento
é em termos de “complexidade da linguagem”:
textos juridicos usam uma linguagem mais com-
plexa, resultando em palavras e frases mais lon-
gas. Por outro lado, os textos de entretenimento
tendem a empregar construgoes mais simples,
resultando em valores menores de propriedades
numéricas.

De fato, resultados advindos de métricas glo-
bais de complexidade apontam para a comple-
xidade informacional, ou estrutural, como sendo
um fator de distin¢do significativo entre textos
de registros diferentes (Ehret, 2021). Entre-
tanto, o conceito de complexidade é um con-
ceito amplo que pode abarcar uma gama di-
versa de fendmenos, como extensao textual (Sarti
et al., 2021), densidade informacional (Ehret,
2021), quantidades de operagoes cognitivas du-
rante emissao ou consumo da linguagem (Leal
et al., 2022), flexibilizagdo na ordenagao dos ele-
mentos que compoe a sentenca (Bakker, 1998;
Sadeniemi et al., 2008). Na subsecao 6.5, rea-
lizaremos uma andlise comparativa com outros
trabalhos visando especificar quais fenémenos es-
pecificos estao associados a ordenacao observada.

Propriedades Categoricas

Além das propriedades numéricas, analisamos
também uma série de propriedades categéricas
token a token, divididas em propriedades mor-

fologicas — Tempo, Caso, Modo, Niimero e
Género —, etiquetas de parte do discurso
e classes de entidades nomeadas.

No que tange ao tempo verbal (Figura 6),
nos documentos dos dominios Férum Virtual e
Entretenimento o uso do tempo presente é mais
predominante, nos textos dos dominios Instru-
cional e Jornalistico o tempo verbal passado é
mais usado se comparado aos demais dominios,
ja no dominio Juridico, o tempo futuro apresenta
proeminéncia relativa.

Os dominios que na andlise anterior das
propriedades numéricas foram associados a uma
menor complexidade linguistica, se destacam
no uso do tempo presente. Essa observacao
sugere uma correlacao: os dominios com es-
truturas de frases mais simples normalmente
empregam formagoes verbais mais simples,
ou mais préximas do prototipico tipoldogico
para aquela categoria gramatical (Croft, 2002).
Especificamente, no Carol-B, onde os dominios
Forum Virtual e Entretenimento consistem
principalmente em tweets e legendas respec-
tivamente, a frequéncia do tempo presente
pode ser racionalizada pela natureza desses
textos, que se concentram principalmente em
eventos atuais, estando muitas vezes associados
a simultaneidade entre producgao e consumo da
linguagem. Um exemplo é a sentenga a seguir,
do dominio Férum Virtual: “Obrigada por
ajudar a controlar as pessoas que editam
a discografia da Britney!”.

Por outro lado, a predominancia relativa
do pretérito nos textos instrucionais e jor-
nalisticos se alinha com sua caracteristica de
relatar eventos do passado, como vemos em
“Ap6s meia hora de show, Pitty tirou
seu quimono, tomou uma taga de vinho e
entoou composigdes de batida mais lenta,
como ‘‘Me Adora’’ e ‘‘Na Sua Estante’’.”
(Jornalistico). Por fim, o uso do tempo verbal
futuro em textos juridicos pode ser atribuido a
natureza prescritiva das decisoes judiciais, que
geralmente ditam condicbes e acbes a serem
seguidas no futuro, como em “A CONTRATADA
devera providenciar todos os materiais,
equipamentos e acessérios necessarios a
condugdo da pré-operacdo.”.

A Figura 7 representa a distribuicao da cate-
goria caso através dos dominios. O modelo dife-
rencia nominativo, acusativo e dativo. A anélise
deve ser feita com ressalvas, j4 que o caso é uma
categoria de uso reduzido no portugués, onde
substantivos nao variam em caso, deixando a va-
riagao para pronomes, que assumem O caso reto,
correspondente ao nominativo, como em “Eu
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Figura 5: Distribuicao da contagem de stop words por sentenca em cada dominio e respectivas média
(u), erro (0), moda (Mo) e mediana (Me).
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Figura 6: Distribuicao das classes de tempo verbal através dos dominios.

disse pra correr”, ou o caso obliquo, corres-
pondente ao acusativo, como em “Vocé veio
por mim”. O dativo, é ainda menos estabele-
cido na nossa lingua, podendo ser associado a
objetos indiretos e complementos nominais via
preposicoes, como “a” e “para”’ e contragoes,
como em “Gil interroga Miguel a respeito
de que trabalho deu para Anya .”

Nos dominios Forum Virtual e FEntreteni-
mento, o uso do caso nominativo é dominante, en-
quanto os dominios Juridico e Instrucional usam
principalmente o acusativo. Aqui, os textos Jor-
nalisticos apresentam um equilibrio relativo de
uso entre os casos. O dativo é sistematicamente
menos utilizado em todos os dominios e apresenta
pouco valor distintivo. Como para o tempo ver-
bal, a separacao observada entre os dominios no
que tange ao caso parece consistente com a or-
denacao observada anteriormente.

As outras propriedades morfoldgicas avaliadas
— género, nimero e modo — nao sao visi-
velmente distintas entre os dominios de discurso.
Isso ocorre, provavelmente, porque os géneros das
palavras sao, em sua maioria, arbitrarios, com
pouca carga semantica. Da mesma forma, em-
bora o nimero das palavras transmita signifi-
cado, nao héa razao clara para esperar que um
determinado dominio se refira a mais entidades
plurais do que outro.

A distribuicao geral das etiquetas de parte
do discurso, ou Part-of-Speech (PoS) tags, esta
ilustrada na Figura 8. A Tabela 8 contém o signi-
ficado de cada POS tag utilizada. Exemplos com-
plementares podem ser encontrados na Tabela
16, nos apéndices. Para a maioria das catego-
rias, quando ordenamos os dominios discursivos
pela importancia relativa da categoria, a ordem
observada dos dominios é Juridico, Instrucional,
Jornalistico, Forum Virtual, Entretenimento ou
o exato oposto. FEm alguns casos, Juridico e Ins-
trucional sao trocados, mas apenas quando nao
sao discerniveis usando o teste T', ou seja, mesmo

nesses casos, o padrao descrito ainda é estatisti-
camente compativel com essa sequéncia.

Essa ordenacao é respeitada pelas seguintes
categorias: SCONJ, VERB, PRON, CCONJ,
ADV, AUX, ADJ, ADP e NUM. Ignorando as
PoS tags que sao muito pouco representadas
no conjunto de dados (INTJ, X, PUNCT, and
SYM), as tunicas excecoes sendo DET, PROPN
e NOUN, No caso da classe NOUN, entretanto, a
ordem relativa dos dominios é equivalente a ob-
servada para muitas das propriedades numéricas
globais das sentencas.

Essas ordens sao compativeis com a escala ob-
servada nas propriedades anteriores, sugerindo
que, de fato, os dominios do discurso no corpus
Carolina seguem um tipo de espectro. No en-
tanto, as PoS tags nos permitem ir além da in-
terpretacao em termos de complexidade de lin-
guagem, relacionando essa ordenacao ao modo
discursivo (Gregory, 1967), ou seja, & distingao
entre o enunciado escrito e falado. De fato, dis-
tingoes de modo sao fundamentais em pratica-
mente todos os sistemas de classificacao de re-
gistros linguisticos elencados na Secao 2, e re-
sultados como os de Ehret (2021) tém mostrado
uma relacao quantitativa clara entre complexi-
dade linguistica e modo discursivo. Varios dos
modelos de variagao em registro, mencionados na
Segao 3, como (Biber, 1988) e (Sardinha et al.,
2014b), identificam o modo como um elemento
essencial de distincao e variagao em registro.

Além das etiquetas de parte do discurso e
das categorias morfologicas, extraimos também
informacoes acerca das classes de entidades
nomeadas presentes nos diferentes dominios.
O termo “entidade nomeada” denota referen-
tes extralinguisticos mencionados nos textos, po-
dendo ser empresas, instituicoes, pessoas, luga-
res, datas, entre outros. Sistemas de extragao de
informacao a partir de textos detectam e classi-
ficam essas entidades em classes titeis. No nosso
caso, o modelo utilizado diferencia referéncias as
classes pessoa, lugar, organizacao e outro.
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Como dominios discursivos sao, como defini-
mos na Secao 2, variedades relacionadas a cam-
pos de atividade humana, avaliar a natureza das
mencoes a entidades externas que compode esses
campos pode ser especialmente interessante para
sua caracterizacao.

De fato, nos resultados obtidos, representados
na Figura 9, as classes de entidades nomeadas
também apresentam distribuigoes distintas entre
dominios. Os textos em FEntretenimento menci-
onam predominantemente pessoas e tém poucas
referéncias a lugares e organizagoes, em contraste
com os textos juridicos. Por outro lado, os tex-
tos jornalisticos enfatizam organizacbes e apre-
sentam relativamente menos entidades nomeadas
diversas. Os documentos instrucionais, em com-
paracao, nao se desviam notavelmente de outros
dominios de discurso com relagao a essa proprie-
dade.

Na nossa amostra os textos de Entretenimento
sao oriundos de legendas de séries e filmes, o que
pode explicar a predominancia de nomes de pes-
soas, que parecem ser, em geral, de personagens,
como em “Peterson disse-me sobre vocd”

Como mencionado, os textos juridicos sao

marcados pelo uso de estruturas fixas e genéricas
(Carapinha, 2018; de Faria Marques, 2023).

Isso pode explicar a predominéancia de lugares,
ja que mencoes ao local em que o documento
é produzido ou no qual a acao se desenrola
sa0 marcagbes comuns nessas estruturas. Ins-
tituicbes oficias do ambito judicidrio, por sua
vez, também s3o largamente mencionadas
nesse tipo textual. O seguinte exemplo ilustra
ambos o0s fendmenos: “Ementa e Acérdio
Supremo Tribunal Federal Inteiro Teor do
Acérddo - Pagina 2 de 10 RCL 2517 AGR /
RJ Brasilia, 05 de agosto de 2014.”.

No dominio Jornalistico, o enfoque para
organizagoes pode refletir o papel que orga-
nizagoes diversas tem no espacgo publico e a
funcao do jornalismo de cobrir suas agoes, como
em “Segundo a PM, o rapaz afirmou que
foi abordado por um homem, que exigiu o
celular.”

Isso encerra a andlise das propriedades
linguisticas extraidas automaticamente. Essa
andlise mostra diferencas claras entre os dominios
do discurso dentro da nossa amostra. Além disso,
revela padroes intrigantes, oferecendo insights so-
bre a natureza subjacente dos dominios discursi-
vos do portugués e seus arquétipos de variagao.
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Figura 9: Distribuicao das categorias de entidades nomeadas através dos dominios.

6.3. Discernibilidade por meio de Dados
Vocabulares

Como apresentado na Se¢do 3, os primeiros tra-
balhos acerca da diferenciagao de registros, como
Biber (1988) e seus derivados imediatos, utili-
zam propriedades léxico-gramaticais mais simi-
lares as que analisamos na ultima segdo. Entre-
tanto, abordagens derivadas como a Anéalise Mul-
tidimensional Léxica (Sardinha & Fitzsimmons-
Doolan, 2025) sao testemunhos da capacidade do
uso de distribuigoes lexicais na caracterizacao da
variagao intralinguistica.

Nesta secao, seguimos este principio, reali-
zando uma andlise exploratoria das distribuigoes
vocabulares dos diferentes dominios discursivos
estudados, investigando os padroes de variacao
nessa dimensao e o quanto eles corroboram os re-
sultados obtidos nas andlises anteriores. Para tal,
realizamos um levantamento das palavras mais
frequentes em cada um dos dominios represen-
tados no Carol-B. As dez mais frequentes por
dominio estao representadas na Tabela 9. Rea-
lizamos esses levantamentos, tokenizando os tex-
tos, padronizando todas as palavras para letras
minusculas e removendo sinais de pontuagao e
stop words em portugués, de modo a obter uma
lista representativa do vocabuldrio por dominio.

E interessante destacar algumas palavras, cu-
jas frequéncias podem ser explicadas pela natu-
reza dos sub-registros especificos que compoe os
dominios do Carol-B. Esse é o caso, por exemplo
da palavra “the”, que aparece no dominio Instru-
cional. Como esse é composto em larga medida
por textos enciclopédicos extraidos da Wikipédia,
nos quais geralmente se inclui versoes originais
do que estd sendo traduzido entre parénteses e,
ja que stop words em outros idiomas nao fo-
ram removidas, a alta frequéncia é justificada.
Da mesma forma, o vocdbulo “1”, no mesmo
dominio pode ser explicado pela numeracao das
referéncias em paginas da wiks.

[13%))

Também chama a atencao a presenca de “r
no dominio Jornalistico, componente da abrevi-
atura para o Real, “R$”, sendo valores um tema
frequente em textos jornalisticos. Em Férum
Virtual também observamos “utc” e “https”,
o primeiro sendo explicado pela presenca de tex-
tos de Féruns, que contém o horario da postagem
e o segundo pela alta densidade de links nos tex-
tos desse dominio. Ja no Juridico, é interessante
notar a grande quantidade de palavras associ-
adas a legislagao: “lei”, “art”, abreviacao de
“artigo”, e “n?”, sendo essa tultima relacionada
a numeros de processos e leis.

E interessante notar que o total de aparicoes
das palavras mais frequentes dos dominios Entre-
tenimento e Juridico é significativamente maior
do que o total de apari¢oes nos demais dominios,
cerca de 2,2 milhoes de aparigoes, sendo o terceiro
maior, Forum Virtual, de aproximadamente 1,5
milhoes. Esses valores corroboram o que apon-
tamos na Secao 6.1: que esses seriam os dois
dominios com mais estruturas repetitivas e com

maior conteido duplicado.

Além disso, os verbos “vamos”, “vai”, “pode”

e “vou” e os advérbios “aqui” e “agora” fi-
gurando entre as palavras mais frequentes no
dominio Entretenimento reforcam a orientacao
ao tempo presente nos textos desse dominio.
Em contrapartida, nota-se a presenca de “disse”
nas mais frequentes do Jornalistico, verbo no
pretérito perfeito. A presenca dessas palavras
corrobora o que observamos a respeito de tem-
pos verbais na Secao 6.2.

Por fim, observa-se na Tabela 10 o grau de so-
breposicao entre as 200 palavras mais frequentes
em cada um dos dominios do Carol-I3. Destaca-
se a baixa correspondéncia entre palavras dos
dominios FEntretenimento e Juridico (8,5%) —
os dominios mais distantes na escala que observa-
mos na Secao anterior — e a alta correspondéncia
entre os dominios Forum Virtual-Instrucional e



Instrucional Entretenimento Jornalistico Juridico Férum Virtual

palavra contagem palavra contagem palavra contagem palavra contagem palavra contagem
referéncias 100.229 bem 333.289 anos 117.657 tribunal 360.638 ute 304.144
the 85.242 aqui 262.834 sobre 114.712 federal 286.512 https 195.750
sobre 85.083 vamos 247.195 disse 106.087 n® 279.062 discussao 186.849
anos 82.794 sim 233.832 T 104.588 supremo 270.661 artigo 162.223
cidade 70.292 vai 218.308 brasil 101.509 eletronico 223.444 sobre 137.649
onde 65.317 agora 196.752 segundo 100.710 conforme 173.053 pra 105.549
durante 60.009 tudo 181.997 ainda 98.594 sob 160.081 pagina 98.016
1 59.531 pode 170.907 governo 96.684 lei 158.855 artigos 93.333
ligagoes 58.996 vou 168.111 ano 93.863 art 155.805 aqui 87.324
grande 58.895 entao 157.516 presidente 90.364 ministro 153.084 pode 86.921

Total 726.388 total 2.170.741 total 1.024.768 total 2.221.195 total 1.457.758

Tabela 9: As dez palavras mais frequentes por dominio do Carol-B.
Jornalistico- Instrucional — os dominios inter- onal, entretanto essas iniciativas utilizam etique-

medidrios na escala observada. Dessa forma, as
porcentagens de sobreposicao baixa entre Entre-
tenimento-Juridico e a alta entre Instrucional-
Jornalistico parecem justificadas, corroborando
as nossas observagoes anteriores.

No entanto, chama a atencao a correlagao alta
entre Instrucional e Forum Virtual, o que pode
se dever ao fato de ambos possuirem sub-registros
distintos, mas extraidos da mesma fonte, a Wi-
kipédia, estando talvez relacionada a essa ori-
gem comum a alta similaridade entre as pala-
vras de ambos. Isso sugere que ambientes fun-
cionalmente mistos — como é o caso da Wi-
kipédia, em que diferentes registros sao produ-
zidos com fungoes diferentes, mas em espago em
algum nivel compartilhado — podem gerar uma
coercao prépria do espaco.

Como veremos nas Secgoes 6.4 e 7, comporta-
mentos similares a esse sao observados tanto nas
distingoes semanticas, como nas matrizes de con-
fusdo dos classificadores, indicando as diferencas
vocabulares como fator de variacao e discernibi-
lidade importante entre os dominios.

6.4. Discernibilidade por meio de Espacgos
de Embeddings

Embeddings sao representagoes em espagos ve-
toriais de significados lexicais, derivadas de al-
goritmos baseados na hipodtese distribucional e
treinados em corpora extensos. Sao ferramentas
valiosas em tarefas de semantica computacional,
capturando relagoes seméanticas uteis entre pala-

vras, como sinonimia, antonimia e similaridade
(Jurafsky & Martin, 2009).

Devido & sua capacidade de representacao, ¢é
esperado que espacos de embeddings possam reve-
lar diferengas entre dominios no nivel seméntico.
Delfino (2021) discute iniciativas focadas no es-
tudo do aspecto seméantico da variacao intra-
linguistica, no contexto da andlise multidimensi-

tas de campo semantico — como Termos gerais
e Abstratos, Corpo e Individuo, Artes e oficios,
etc. — anotadas sobre os itens lexicais e nao a
analise orientada a espagos de embeddings, como
a que realizamos aqui.

Para tal, avaliamos a discernibilidade e
padroes de variacdo dos dominios de discurso
usando o NILC-Embeddings (Hartmann et al.,
2017), um repositério de embeddings estaticos
para o portugués. Utizamos os embeddings dos
tipos GLOVE (Pennington et al., 2014), SKIP-
GRAM e CBOW(Mikolov et al., 2013) com 50
e 100 dimensoes. Calculamos duas métricas: a
silhueta entre dominios no espago de embeddings
e a contagem de tokens fora do vocabulério, ou
out-of-vocabulary (OOV), de cada dominio.

A silhueta é uma métrica capaz de mensurar
a separabilidade de conjuntos em espacos vetori-
ais, comumente aplicada em problemas de agru-
pamento automatico (Rousseeuw, 1987). Calcu-
lamos a silhueta média'! entre todos os dominios
conjuntamente e para cada par de dominios,
usando uma amostra aleatoria de 20.000 sen-
tencas de cada dominio.'? A Figura 10a exibe
os resultados para os embeddings CBOW-50.

Em todos os espagos de embeddings, observa-
mos valores de Silhueta consistentes com os exibi-
dos na Figura 10a: quando calculada entre todos
os dominios simultaneamente, a silhueta assume
um valor pequeno e, as vezes, negativo, o que
representa baixa separabilidade. Além disso, os
pares com os valores de silhueta mais baixos e
mais altos permanecem consistentes, correspon-
dendo a posicoes opostas na escala Juridico, Ins-
trucional, Jornalistico, Forum Virtual, Entrete-
nimento. Enquanto isso, os pares adjacentes na
mesma escala ocupam o meio da distribuicao.

"1Usamos a distdncia cosseno como métrica de
distancia.
1205 embeddings de sentencas foram obtidos através da

média dos embeddings dos tokens constituintes.



Instrucional Entretenimento Jornalistico Juridico Forum Virtual
Instrucional 100,0% 24,5% 50,5% 20,5% 52,0%
Entretenimento 24.5% 100,0% 31,0% 8,5% 45,0%
Jornalistico 50,5% 31,0% 100,0% 24,0% 44.0%
Juridico 20,5% 8,5% 24,0% 100,0% 17.5%
Férum Virtual 52,0% 45,0% 44,0% 17,5% 100,0%

Tabela 10: Grau de sobreposicao entre as 200 palavras mais frequentes por dominio do Carol-B.
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Figura 10: Exemplo de distribuicdo de Silhuetas e de Tokens OOV para os embeddings CBOW
50d sobre os dominios discursivos avaliados: Fdrum Virtual (VIR), Instrucional (INS), Jornalistico

(JOR), Entretenimento (ENT), Juridico (JUR).

Essa é a mesma ordenacao de dominios obtida
nas segoes anteriores.

Em resumo, embora os dominios coletiva-
mente nao tenham discernibilidade intrinseca
clara nos espacos de embeddings explorados, exis-
tem distingdes seméanticas par-a-par, alinhadas
com a escala de dominios observada nas andlises
anteriores. Essas distingoes se assemelham aos
resultados do grau de sobreposicao vocabular en-
tre os dominios, como era de se esperar, dada a
base vocabular dos embeddings.

A Figura 10b ilustra as contagens de tokens
OOV nas sentencas amostradas de cada dominio.
Essas contagens servem como uma métrica de o
quao bem o campo semantico de cada dominio é
representado por esses espacos de embeddings.

Vemos que os dominios diferem significativa-
mente em sua contagem de tokens OOV. Isso
se junta as nossas observagoes da secao ante-
rior acerca das diferencas vocabulares entre os
dominios, sugerindo que modelos de embeddings
especificos para cada dominio, modelando os vo-
cabuldrios especializados, poderiam melhorar a
aplicabilidade de tecnologias baseadas em em-
beddings para tarefas especificas sensiveis a esse
tipo de variacao. E interessante notar, também,
que os dominios em extremos opostos da or-
dem de dominios observada anteriormente apre-
sentam as diferencas mais substanciais na con-
tagem de tokens OOV, por exemplo o par En-
tretenimento-Juridico, o que reflete em algum
nivel os comportamentos observados para a so-
breposigao vocabular e pra as silhuetas par-a-par.

Isso reforga que a escala que observamos anterior-
mente dos dominios possui um aspecto semantico
significativo.

Além disso, as contagens de tokens OOV para
cada dominio podem ser explicadas, aproximada-
mente, pela distribuicao dos dominios nos cor-
pora usados para treinar os embeddings (veja
Hartmann et al. (2017)). Os textos de entre-
tenimento tém menos tokens do que os textos
jornalisticos e instrucionais nas partes de género
unico dos corpora de treinamento, o que pode ex-
plicar suas contagens de tokens OOV. As conta-
gens de tokens OOV dos dominios Forum Virtual
e Juridico sao menos claras, pois nao aparecem
explicitamente nos corpora de género unico usa-
dos para treinamento, mas podem estar contidas
nos corpora de género misto. Seria necessaria
uma andlise mais aprofundada para compreen-
der totalmente essas contagens, mas elas pare-
cem se alinhar, em geral, com a distribuicao de
dominios no conjunto de treinamento, como es-
perado. Essa observacao serve de testemunho
em favor da importancia da diversidade intra-
linguistica no treinamento de modelos desse tipo.

Em geral, os principais dominios de discurso
do Carolina apresentam diferencas significativas
em espacos de embeddings sem nenhuma trans-
formagao, destacando nao s6 a existéncia de
possiveis diferencas semanticas entre os dominios,
como a sensibilidade dos modelos de embeddings
a essas diferencas. No geral esses comportamen-
tos concordam com aqueles observados para as
distribuigoes vocabulares.



Ao mesmo tempo que essa distinc¢ao intrinseca
dos préprios espacos é um resultado interessante,
o uso de embeddings puros, sem aplicacao de al-
goritmos de agrupamento por exemplo, é uma
limitacao deste trabalho, ja que nao permite de-
monstrar o potencial maximo de diferenciabi-
lidade dessas tecnologias. Na Secao 7, entre-
tanto, apresentamos algoritmos de classificacao
de dominios, que permitirao discussoes interes-
santes nesse sentido.

6.5. Discernibilidade: Discussao e
Comparagao com a Literatura

A anélise apresentada nas subsecgOes anteriores
nos permitiu nao apenas concluir pela discerni-
bilidade dos dominios discursivos estudados sob
diversas variaveis, como nos levou a observar uma
escala consistente segundo a qual os dominios pa-
recem se ordenar em diversas features linguisticas
quantificaveis e categéricas, que parece também
influenciar a distribuicao dos dominios em outras
analises, como a da sobreposicao vocabular e nos
algoritmos de embeddings.

Nas secoes anteriores apresentamos uma ex-
plicacao inicial para tal escala associando-a ao
fenémeno de complexidade de linguagem e a dis-
tincao entre linguagens mais e menos oralizadas,
o chamado modo de discurso, sendo dificil propor
uma interpretagao mais aprofundada sem dados
adicionais.

Entretanto, como mencionado na nossa re-
visdo de literatura, na Secao 3, diversos traba-
lhos que se debrucam sobre o fenomeno de va-
riagao intralinguistica em nivel de registro ado-
tam a metodologia chamada Anélise Multidimen-
sional. Um dos aspectos fundamentais dessa
metodologia é a elaboracao de interpretagoes
linguisticas funcionais para as dimensoes de va-
riacao obtidas através dos dados.

Dessa forma, uma maneira de obter uma in-
terpretacao mais aprofundada para o padrao ob-
servado, ainda dentro do escopo deste trabalho,
seria a realizagdo de uma andlise comparativa
entre a nossa escala de dominios e diferentes
modelos de andlise multidimensional, verificando
a coincidéncia, ou nao, da nossa escala com al-
guma das dimensoes de variagdo que constituem
os modelos. Poderiamos entao utilizar a inter-
pretacao funcional dessas dimensoes para enri-
quecer a nossa interpretagao dos resultados obti-
dos aqui.

Tal analise comparativa é bastante desafia-
dora, porque nem as features nem as varieda-
des linguisticas avaliadas em diferentes trabalhos
coincidem totalmente. Em especial, é comum
que varios desses trabalhos separem as proprieda-

des linguisticas que adotamos aqui num numero
maior de sub-casos, o que impede uma com-
paracao direta, a nao ser que todos os sub-casos
possuam um comportamento coeso, que possa ser
interpretado em conjunto. Dadas essas dificulda-
des, é importante que tal andlise seja entendida
como qualitativa e exploratéria.

Para realizar essa andlise, comparamos a lista
de features distintivas que seguem nossa escala
de dominios com as diferentes features que cons-
tituem o modelo alvo. Apds encontrar as features
equivalentes, listamos as dimensoes do modelo
para as quais elas apresentam contribuicoes sig-
nificativas e o sinal dessa contribuicao, positivo
ou negativo. Entao, examinamos a lista com-
pleta de equivaléncias em busca de dimensoes
que aparecam em todas ou quase todas as fea-
tures avaliadas e para as quais o sinal de con-
tribuicao da feature para essa dimensao coincida
com a direcdo de aumento da feature na nossa
escala.

Dessa forma, dimensoes de variagao que co-
incidem com nossa escala, nao s6 em termos de
quais as features associadas, mas em qual sua
direcao de variagao, constituiriam bons candida-
tos ao fenébmeno de variacao subjacente a escala
de dominios observada.

Aplicamos esse processo sobre trés modelos
multidimensionais distintos: o modelo multidi-
mensional de Sardinha et al. (2014b) para a
lingua portuguesa e dois modelos pra a lingua
inglesa — o original de (Biber, 1988) e a nova
versao de Biber & Egbert (2018), construida so-
bre o corpus CORE, de registros da web.

Vale ressaltar que, até onde sabemos, o mo-
delo de Sardinha et al. (2014b) é o tnico mo-
delo multidimensional geral de variacao de re-
gistros da lingua portuguesa atualmente dis-
ponivel, sendo que os demais mencionados na
Secao 3 sdao modelos voltados para o compor-
tamento interno de dominios individuais, pos-
suindo um escopo mais especifico que o nosso.
Isso justifica a adicao dos modelos em inglés a
nossa analise, para ampliar nosso espaco de com-
paracao. Além disso, como mostrado em Biber
(1995), diversos fenomenos de variacao de regis-
tro sao transversais ao idioma.

As Tabelas 11, 12 e 13 contém os resultados da
nossa analise comparativa com os modelos mul-
tidimensionais de Sardinha et al. (2014b), Biber
(1988) e Biber & Egbert (2018), respectivamente.

Em todos os casos, podemos notar que ha
uma coincidéncia significativa da nossa escala
para com as primeiras dimensoes de cada um
dos modelos, tanto no que tange as features com-
paraveis, como em seu sinal de variacao.



Feature Correspondente em Escala de Dominios Dimensoes em

Biber (1988) Biber (1988) (Polo
Respectivo)

ADV Adverbs Jur. — Ent. D1(+), D3(-)

NOUN Nouns, Ent. — Jur. D1(-), D3(+)
Nominalization

ADP Prepositions Ent. — Jur. D1(-)

ADJ Attributive Adjectives — Ent. — Jur. D1(-) , D2(-)

Tamanho Médio das Mean Word Length Ent. — Jur. D1(-)

Palavras

Tabela 11: Comparacao entre as nossas features linguisticas e as andlogas em Biber (1988), extraidas
a partir da reapresentagao dos resultados em Biber & Conrad (2009c¢), excluindo-se D7, a qual os
autores nao conseguem fornecer uma interpretacao funcional sélida.

Feature Correspondente em Escala de Dominios Dimensoes em
Biber & Egbert Biber & Egbert
(2018) (2018) (Polo

Respectivo)

Past Past Tense Verbs Ent. — Jur. D3(+), D4(+), -

ADP Prepositional Phrases — Ent. — Jur. D1(-), -

Tamanho Médio das Long Words Ent. — Jur. D3(-), -, D6(+)

Palavras

Pres. Non-Past-Tense Verbs Jur. — Ent. D1(+), -

Tabela 12: Comparacao entre as nossas features linguisticas e as andlogas em Biber & Egbert (2018).

Nos modelos multidimensionais, a ordem das
dimensoes nao é arbitraria, sendo elas organi-
zadas pelo grau segundo o qual explicam a va-
riagdo observada na amostra. O alinhamento
entre a nossa escala e as primeiras dimensoes
dos modelos significa que essa escala estd prova-
velmente relacionada aos fendmenos de variacao
mais significativos entre os registros, o que faz
sentido dada a pervasividade com que observa-
mos essas escalas de dominios aparecendo em di-
ferentes aspectos das andlises.

Esse resultado é particularmente interessante,
porque nos mostra que essa dimensao de variagao
primaria — detectada nesses modelos a partir
de estudos de coocorréncia entre diversas fea-
tures, utilizando algoritmos estatisticos — pode
ser percebida numa andlise mais simples, a par-
tir da comparacao manual das distribuigoes indi-
viduais de cada feature, o que corrobora a ubi-
quidade desses fendomenos de variacdo primaria,
mas também indica uma limitacao da nossa me-
todologia, j4 que nao fomos capazes de detectar
ou capturar dimensoes secunddrias de variacao,

como fazem esses modelos mais intrincados.

No que tange a interpretacao funcional dessas
dimensoes, apesar de os modelos serem distintos,
as primeiras dimensoes desses trés modelos pos-
suem um alto nivel de sobreposi¢ao, possuindo
interpretagoes funcionais similares.

No caso, tanto de Biber (1988) como de Biber
& Egbert (2018), a dimensdo primdria é enten-
dida como a dimensao oral-envolvida versus
literato-informacional e estd associada a dis-
tingdo entre registros mais oralizados, que ado-
tam linguagem mais coloquial, com menos densi-
dade informacional e mais marcas da produgao
simultanea, e registros mais técnicos, que al-
cancam maior densidade informacional, usual-
mente através de um processo de revisao mais
meticuloso, associado a processos de escrita e ela-
boracgao mais longos, visando situagoes funcionais
mais especializadas e restritas.

Quando olhamos para a nossa escala de
dominios — FEntretenimento, Forum Virtual,
Jornalistico, Instrucional e Juridico —, essa pa-



Feature Correspondente em Escala de Dominios Dimensoes em
Sardinha et al. Sardinha et al.
(2014b) (2014b) (Polo
Respectivo)
PRON Pronouns Jur. — Ent. D1(+), D2(+),
D6(+)
VERB Verbs Jur. — Ent. D1(+), D4(+),
D6(+)
ADV Adverbs Jur. — Ent. D1(+), D2(+)
SCONJ Subordinating Clause  Jur. — Ent. D1(+), D6(+)
NOUN Nouns, Ent. — Jur. D1(-)
Nominalization
Tamanho Médio das Average Word length ~ Ent. — Jur. D1(-)
Palavras
ADP Prepositions Ent. — Jur. D1(-)

Tabela 13: Comparagao entre as nossas features linguisticas e as andlogas em Sardinha et al. (2014b).

rece ser uma interpretacao bastante sélida, ja que
os dominios do inicio da escala tendem a ser mais
coloquiais e oralizados, enquanto textos do final
tendem a ser mais densos, técnicos e associados
a um tempo maior de preparo e edigao.

No trabalho de Sardinha et al. (2014b), a di-
mensao primaria é interpretada exclusivamente
como uma dimensao de oposicao entre discurso
oral e escrito, deixando a distingao entre envolvi-
mento e informacionalidade para uma dimensao
posterior. Essa interpretacao é um pouco mais
restrita que a anterior, mas também bastante
compativel com a escala de dominios aqui ob-
servada, por argumentos analogos aos que demos
para os trabalhos anteriores.

Se observarmos a maneira como os registros
mais préximos dos nossos se ordenam nessas di-
mensoes em cada um desses estudos, o que esta
representado nas Figuras 12a, 11 e 12b, veremos
que elas coincidem bastante com a nossa escala.

No caso do modelo de (Biber & Egbert, 2018),
uma outra dimensao, a Dimensao 5, constitui
também um candidata razoavel para a nossa es-
cala, apesar de a Dimensao 1 ser uma candi-
data mais robusta, dada sua aparicdo consis-
tente em diferentes modelos. KEssa Dimensao 5
¢é chamada pelos autores de Dimensao Irrealis
versus Narragao informacional e é uma di-
mensao que contrasta discursos mais hipotéticos,
voltados a comparagoes ou condicoes sobre even-
tos hipotéticos, contra a narracao mais factual de
eventos tidos como certos.

Considerando nossa escala de dominios, esta
também é uma interpretacao plausivel. Pode ser
o caso, inclusive, dessa dimensao constituir
um aspecto secundario da escala e variacdo
dos dominios, combinado-se & dimensao oral-
envolvida vs literato-informacional mencionada
anteriormente.

O mesmo acontece na comparacgao com o Mmo-
delo de Biber (1988), onde, além da dimensdo
primaria, a Dimensao 3 também aparece relacio-
nada de forma consistente a algumas das featu-
res distintivas em comum. Essa dimensao trata
da forma como o discurso estrutura e organiza
suas referéncias, contrastando referéncias depen-
dentes da situacao, no polo negativo e estruturas
referenciais mais elaboradas e mais descoladas
da contextualizacao imediata, no polo positivo.
Nesse caso, essa interpretagao também estd de
acordo com as expectativas em relacao a cada um
desses dominios e, novamente, pode ser enten-
dida como uma dimensao secundaria associada
a dimensao primaéria: discursos mais oralizados
tendem a apelar mais para referéncias imediatas
e compartilhadas entre interlocutores, enquanto
discursos escritos e mais informacionais precisam,
com mais frequéncia, de referéncias elaboradas e
independentes do contexto pragmaético imediato.

No geral, nossa analise nos mostrou que muito
da avaliacao original, de associar a escala ob-
servada dos dominios ao modo de discurso e a
complexidade de linguagem ia numa direcao pro-
missora, mas permitiu, ao mesmo tempo, enri-
quecer essa interpretacdo. Assim, vimos que a
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Figura 11: Ordenagao Relativa, ao longo da Dimensao de variacao 1 dos sub-registros mais similares
as componentes dos nossos dominios em Sardinha et al. (2014b): Songs (Letras de Musica), Text-
book dialogs (Diédlogos de livro-texto), Facebook, Conversation (Conversas), Twitter, Blogs, TV news
(Noticias televisivas), Newspaper reportage (Reportagem Jornalistica), School textbooks (Livros-texto
escolares), Textbooks (Livros-texto), Encyclopedia (Enciclopédia), Legislation (Legislacao), Govern-

ment Bids (Licitagoes).
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(b) Comparagao com (Biber & Egbert, 2018).
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Figura 12: Comparacao da ordenacao relativa dos dominios com os sub-registros de (a) Biber (1988)
e (b) Biber & Egbert (2018) ao longo da Dimensao 1, incluindo TV Dialogue (Didlogos de Programas
Televisivos), Personal Blogs (Blogs Pessoais), Encyclopedia Articles (Artigos de Enciclopédia), Official
Docs (Documentos Oficiais), Academic Prose (Prosa Académica), Press Reportage (Reportagem Jor-
nalistica), Press Reviews (Resumo de Noticias), Face-to-face Conversations (Conversas cara a cara).

escala observada deve estar relacionada princi- cesso teve dois objetivos principais: (i) por a

palmente a fenomenos de oralidade, simultanei-
dade de producao, tecnicidade, compactacao in-
formacional e complexificagao estrutural do dis-
curso, bem como, a distin¢ao entre o discurso hi-
potético e informacional e ao nivel de elaboragao
referencial.

7. Classificacao Automatica de
Dominios Discursivos

As andlises apresentadas até aqui revelam que os
dominios discursivos sao diferencidveis em nivel
sentencial, bem como esclareceram muitos dos
padroes de variagao presentes na nossa amostra.
Nosso préximo passo consistiu no treinamento de
modelos de classificagao automatica dos dominios
do portugués nesse nivel linguistico. Esse pro-

prova, de forma pratica, a hipétese de diferenci-
abilidade nesse escopo e (ii) desenvolver recursos
computacionais que possam beneficiar aplicacoes
dependentes dessa distincao.

Neste trabalho, focamos em modelos basea-
dos em Transformer (Vaswani et al., 2017), que
apresentam resultados estado-da-arte em véarias
tarefas de classificacao sentencial. Além disso, es-
tudos prévios demonstram que esses modelos sao
sensiveis a propriedades linguisticas que obser-
vamos distintivas entre nossos dominios discursi-

VO 13 como: variacoes na estrutura sintatica, dis-

13Dada a natureza dos modelos de aprendizado de
maquina, nao é possivel afirmar, sem uma anélise direcio-
nada, se sua distingdo dos dominios se baseia efetivamente
nas caracteristicas linguisticas que investigamos. No en-
tanto, a capacidade desses modelos de desempenhar ta-



tribuicao de categorias gramaticais e classes mor-
fossintaticas, reconhecimento de entidades nome-
adas e diferengas semanticas (Sapci et al., 2024;
Jung et al., 2022; Zhang et al., 2022; Wu et al.,
2021).

Resultados citados na Se¢ao 3, como (Ronng-
vist et al., 2021), também evidenciam a eficicia
dessa familia de modelos na classificacdo de va-
riacao linguistica em diferentes dimensoes — in-
cluindo em nivel de registro, no qual, conforme
discutimos na Secao 2, inserimos os dominios dis-
cursivos.

Testamos, como base para o desenvolvimento
do classificador, quatro modelos baseados em

Transformer — bert-base e bert-large (Souza
et al., 2020), albertina-100m e albertina-900m
(Rodrigues et al., 2023) — comparando-os com

dois baselines: Naive Bayes e Support Vector Ma-
chine, que exploram somente a distribuicao dos
itens lexicais contidos nos exemplos.

Para melhor aferir a capacidade de classi-
ficacdo de dominios desses modelos, nesse con-
junto de dados em especifico, utilizamos a
particao test do carol-domain-sents, dividindo-a
em cinquenta partes e avaliando independente-
mente cada modelo em todas elas, de forma a
obter cinquenta avaliacoes pareadas.

Reportamos o valor médio e respectivo desvio-
padrao da medida F1 micro ao longo desses cin-
quenta subconjuntos, computados por meio da
biblioteca scikit-learn (Pedregosa et al., 2011).
A medida F1 micro consiste em computar o total
global de verdadeiros positivos, falsos negativos,
e falsos positivos para entao calcular a medida
F1 com esses valores. Essa é a Unica medida
que reportamos, pois ela é numericamente equi-
valente a acurdcia, precisao micro e cobertura
micro quando calculadas em um dataset balan-
ceado, que é o caso. Os resultados obtidos para
cada modelo sao apresentados na Tabela 14.

Para aferir a significancia da diferenca obser-
vada entre o valores das métricas obtidos para
cada modelo, utilizamos, inspirados por Villanu-
eva Llerena & Maud (2017), o teste estatistico
de Benavoli et al. (2014, 2017), um teste ali-
nhado a abordagem bayesiana, que computa as
probabilidades de um classificador M; ter uma
métrica de performance maior, equivalente ou
menor que outro classificador Ms, dados os resul-
tados empiricos de performance pareada em di-
versos conjuntos. O teste recebe como parametro
uma regiao de equivaléncia prética (rope) que

refas relacionadas a tais caracteristicas, aliada a sua ca-
pacidade de deteccdo de propriedades relevantes, justifica
considera-los como candidatos plausiveis e coerentes com
as andlises previamente apresentadas.

Modelos F1 Micro

svm 0.725 (0.003)
naive-bayes 0.779 (0.003)
albertina-100m  0.876 (0.002)
albertina-900m  0.879 (0.002)
bert-base 0.879 (0.002)
bert-large 0.885 (0.002)

Tabela 14: Média (desvio padrao) da medida
F1 Micro para cada modelo.

F1 Micro
Modelo 1 ‘ > ‘ = ‘ < ‘ Modelo 2
naive-bayes | 1.00 | 0.00 | 0.00 | svm
naive-bayes | 0.00 | 0.00 | 1.00 | bert-large
naive-bayes | 0.00 | 0.00 | 1.00 | bert-base

albertina-100m
albertina-900m
bert-large

bert-base

albertina-100m
albertina-900m
bert-base

albertina-100m
albertina-900m
albertina-100m
albertina-900m
albertina-900m

naive-bayes | 0.00 | 0.00 | 1.00
naive-bayes | 0.00 | 0.00 | 1.00
svm | 0.00 | 0.00 | 1.00

svm | 0.00 | 0.00 | 1.00

svm | 0.00 | 0.00 | 1.00

svm | 0.00 | 0.00 | 1.00
bert-large | 1.00 | 0.00 | 0.00
bert-large | 1.00 | 0.00 | 0.00
bert-large | 1.00 | 0.00 | 0.00
bert-base | 1.00 | 0.00 | 0.00
bert-base | 0.02 | 0.97 | 0.00
albertina-100m | 0.00 | 0.00 | 1.00

Tabela 15: Comparacao dos modelos na métrica
F1 Micro. Maior valor destacado.

define a faixa de desempenho dentro da qual
consideramos os dois classificadores como prati-
camente equivalentes. Para esta avaliacao, to-
mamos um intervalo de equivaléncia pratica de
[—0.001,0.001], que corresponde a rope = 0.1%.
As probabilidades resultantes da aplicacdo do
teste sao apresentadas na Tabela 15.

Todos os modelos avaliados apresentaram de-
sempenho superior ao limiar de sorteio aleatorio,
demonstrando sua eficdcia na tarefa. Os baselines
— Naive Bayes e SVM — obtiveram, conforme
esperado, os piores resultados, evidenciando a
importancia de considerar informacoes contextu-
ais extra-lexicais na classificagdo de dominios. No
entanto, seu desempenho ainda foi satisfatorio,
indicando que a diferenciacao lexical entre os
dominios é significativa, em concordancia com
nossos achados referentes a variacao vocabular e
semantica entre os dominios da amostra. Entre
os modelos baseados em Transformer, a ordem
de performance foi a seguinte: bert-large supe-
rou bert-base, que, por sua vez, apresentou de-
sempenho equivalente ao albertina-900m, ambos
superiores ao albertina-100m. Assim, o bert-large
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Figura 13: Matrizes de confusao para os modelos baseados em Tranformers.

se destaca como o melhor modelo entre os ava-
liados. Apesar disso, disponibilizamos todos os
modelos, pois, juntos, representam um conjunto
de recursos tecnoldgicos robustos, diversos e alta-
mente eficazes para a diferenciacao dos dominios
estudados do portugués brasileiro.

Para oferecer uma visao mais detalhada do de-
sempenho dos modelos, a Figura 13 apresenta as
matrizes de confusao dos classificadores baseados
em Transformers. Adicionalmente, a Tabela 17,
nos apéndices, fornece alguns exemplos ilustrati-
vos de erros de classificacdo cometidos por esses
classificadores.

Nessas matrizes, a taxa de acerto é eviden-
ciada pelos altos valores na diagonal principal,
refletindo as meétricas de performance relata-
das. Observamos também que os modelos dessa
familia exibem um perfil de erro bastante consis-
tente entre si.

A consisténcia entre as matrizes de confusao
dos modelos baseados em Transformer pode indi-

car que seu perfil de desempenho esteja refletindo
caracteristicas dos dados e nao dos modelos. Po-
deriam essas caracteristicas estarem relaciona-
das a aparente escala de ordenagao dos dominios
que observamos anteriormente? Para averiguar
essa possibilidade, apresentamos, na secao se-
guinte, uma andlise exploratéria da relagao entre
a confusao dos classificadores entre os diferentes
dominios e suas posi¢oes na escala observada na
nossa analise de discernibilidade.

7.1. Relagao entre a Confusao dos
Classificadores e a Similaridade dos
Dominios

Observando-se as matrizes de confusao dos mo-
delos baseados em Transformer, nota-se que o
par de dominios posicionados nas extremidades
da ordem observada na nossa andlise de discer-
nibilidade, Juridico e Entretenimento, apresen-
tam as menores taxas de confusao; ja os pares
Instrucional-Jornalistico e Instrucional-Virtual,



que estao no centro da ordenacao observada, exi-
bem as maliores taxas de confusao relativa.

Esta secao se propoe a investigar a con-
sisténcia dessas associagoes. Para tal, apresen-
tamos, a seguir, a estrutura metodoldgica que vi-
abiliza essa andlise.

Dada uma ordenacgdao qualquer ¢ para os
dominios, podemos definir a dissimilaridade
dy(A, B) entre dois dominios A e B, segundo
¢, como sendo o numero de posi¢oes que sepa-
ram A e B em ¢. Dessa forma, podemos, cons-
truir uma matriz de dissimilaridade Dy entre to-
dos os pares de dominios, segundo ¢, tal que
Dy 5 p = do(A, B).

Em contrapartida, podemos definir a distancia
de dois dominios A e B, segundo um classifica-
dor, como sendo o inverso da confusao observada
entre esses dois dominios para esse classificador,
sob o pressuposto de que quanto mais instancias
do dominio A um classificador classificar errone-
amente como sendo um dominio B, maior a difi-
culdade do classificador distinguir A de B e, por-
tanto, maior a proximidade dos dois dominios no
seu espaco interno de classificacao.

Para podermos interpretar essa distancia lo-
calmente como uma dissimilaridade, precisamos
que ela seja simétrica (Vz,y : d(z,y) = d(y,x))
e possua reflexividade nula (Vz : d(z,z) = 0).
Podemos garantir isso, tomando uma versao si-
metrizada C's da matriz de confusao no lugar
da matriz de confusao C' original, onde Cg; ; =
(Cs,j + Cji)/2 e tomando um nivel de precisao p
que garanta a diagonal nula. A matriz de dissi-
milaridade resultante desse processo é como a de-
finida na equagdo 5, onde truncy(-) é a operacao
de truncar um nimero na p-ésima casa decimal.

2
DCi,j = tT’U/I'LCp (M) (5)
1’7] ]7Z

Podemos aplicar o teste estatistico de Man-
tel (Mantel, 1967), que computa correlacao entre
matrizes de dissimilaridade, sobre Dy e D¢, para
averiguar o quanto a distancia de dois dominios
na ordenacao ¢ em questao é preditiva da dissi-
milaridade dos dominios segundo os modelos.

Para o célculo da correlagao de Mantel, usa-
mos a implementacao da biblioteca scikit-bio
(Rideout et al., 2023) e adotamos o Coeficiente
de Spearman como medida de correlagdao bésica
entre os itens das matrizes. O teste retorna a cor-
relagdo entre as duas matrizes de dissimilaridade
comparadas.

Calculamos a correlagao de Mantel entre a ma-
triz de similaridade de confusao média dos mo-
delos baseados em Transformer D¢ e a dissimi-
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Figura 14: Distribuicao da correlagao de Man-
tel dentre a distancia Dy dos dominios segundo
uma ordenagao ¢ e a distancia média de confusao
dos dominios para os classificadores baseados em
Transformer D¢, considerando-se todas as or-
denacoes possiveis dos dominios do Carolina. Os
valores correspondentes as ordenacdes ¢ e ¢2 dos
dominios, observadas na nossa anélise de discer-
nibilidade, estao marcadas pelas linhas traceja-
das em vermelho.

laridade segundo a ordenagao dos dominios Dy,
para todas as ordenacbes ¢ possiveis do nosso
conjunto de cinco dominios discursivos. A Distri-
buicao das correlagoes obtidas esta representada
no histograma da Figura 14.

Na nossa andlise de discernibilidade dos
dominios, apresentada na Secao 6, observamos
duas ordenacoes ¢ bastante parecidas, que se re-
petiram sistematicamente nas distribuicoes de di-
versas varidveis — a ordenacdo ¢! ={Juridico,
Jornalistico, Instrucional, Forum Virtual, En-
tretenimento}, observada, principalmente, entre
as propriedades numéricas globais das sentencas,
e a ordenacio ¢2 ={Juridico, Instrucional, Jor-
nalistico, Férum Virtual, Entretenimento}, ob-
servada na ordem relativa dos dominios no que
tange a taxa de aparicao de varias etiquetas mor-
fossintéticas (veja Segao 6.2).

As distancias entre os dominios sob ambas as
ordenacdes observadas, ¢l e ¢2, apresentam al-
tas correlagoes com a dissimilaridade de confusao
dos classificadores, respectivamente p. = 0.617 e
p2 = 0.489 — valores representados pelas linhas
tracejadas vermelhas na Figura 14. Se comparar-
mos esses valores com as correlagoes das demais
ordenacdes, vemos que ambas, ¢ e ¢2, apresen-
tam correlagoes entre os valores mais altos da
distribuicdo, sendo a correlacio associada a ¢!
a maior entre todos os valores observados e a
correlacdo associada a ¢? maior que 93.33% das
correlagoes observadas.



Isso nos leva a concluir que existe uma cor-
relacgao relevante entre a ordenacao dos dominios
nas propriedades estudadas na nossa andlise de
discernibilidade e sua dificuldade de distinc¢ao
para fins de classificagdo automadtica. Essa
observacao sugere que essas propriedades ou
(i) estao sendo usadas de alguma forma no pro-
cesso de classificagdo dos dominios, ou (ii) que os
classificadores estao acessando fendmenos subja-
centes nos dados que estao relacionados, direta
ou indiretamente, a distribuicao das propriedades
analisadas. Em especial, essa relacao parece pen-
der mais para o lado das propriedades numéricas
globais da sentenca associadas a ¢! , j4 que o va-
lor de correlacao observado nesse caso foi maior
que no caso das demais propriedades (¢2).

Dada a nossa analise da Secao 6.5, em que as-
sociamos a nossa escala de dominios a dimensao
priméria de variacao que aparece em diferen-
tes modelos multidimensionais, associada a di-
mensao funcional de oposicao entre discurso oral-
envolvido e literato-informacional, esses resulta-
dos parecem indicar que os classificadores base-
ados em Transformers estdo conseguindo cap-
turar, no seu treinamento, justamente essa di-
mensao primaria de variacao estatistica entre os
dominios, apelando para a distingdo entre seus
dois polos de discurso, como forma de diferencia-
los, sendo que, nos pontos em que essa diferen-
ciagao se torna mais dificil, também os modelos
passam a falhar mais.

Além de fornecerem uma possivel explicacao
para a eficicia e comportamento de classi-
ficacdo dos modelos, os resultados obtidos indi-
cam também que uma andlise prévia da discer-
nibilidade e da natureza da variagao entre clas-
ses, como a realizada neste trabalho, pode ser
atil para prever a confusao dos modelos e, conse-
quentemente, orientar o desenvolvimento de es-
tratégias de mitigacao, com potencial ganho de
performance.

7.2. Classificagao: Discussao e
Comparacgao com a Literatura

Como mencionado na Secao 3, encontramos pou-
cos trabalhos que se sobrepoem ao nosso em
termos de lingua-alvo, variedade intralinguistica
sendo classificada e tipo de modelo sendo utili-
zado para tal. Mesmo nesses casos, nosso tra-
balho ainda apresenta diferencas significativas,
como o escopo de classificacdo — que aqui é sen-
tencial, em comparacao ao foco no nivel de do-
cumento dado por outros trabalhos — além de
estarmos usando um dataset novo, desenvolvido
especificamente para esta pesquisa.

Dadas as dificuldades de uma comparacao di-
reta com resultados de contextos idénticos, tenta-
mos construir um panorama geral da classificagao
de variedades e posicionar nossos resultados den-
tro desse panorama. Por isso, na Figura 15 apre-
sentamos a performance para todos os trabalhos
mencionados na Secao 3 que incluiram o desen-
volvimento de classificadores automaticos.

Isso engloba resultados referentes a diferentes
linguas e variedades, em sistemas de classificacao
e datasets distintos. Discriminamos a lingua-alvo
e o tipo de variedade intralinguistica sendo classi-
ficada em cada ponto, segmentando os resultados
em numero de classes no sistema de classificacao,
representado no eixo horizontal.

O eixo vertical representa a performance ob-
tida pelo classificador em termos de Medida
F1 micro. Incluimos trés tipos de resultados:
(i) aqueles nos quais os autores explicitamente
fornecem performance em F1 micro; (ii) aque-
les nos quais os autores fornecem resultados em
medida F1 de forma geral e nos quais pudemos
deduzir ser F1 micro a partir do texto e (iii) aque-
les nos quais os autores fornecem resultados em
outras métricas, mas em arranjos experimentais
passiveis de conversao para F1 Micro.

Dadas as diferencas nas configuragoes expe-
rimentais entre os resultados apresentados no
grafico da Figura 15, uma comparacao quanti-
tativa direta é impraticdvel. Contudo, em ter-
mos gerais, observamos trés tendéncias princi-
pais: (i) existe uma consideravel diversidade nos
sistemas de classificagdo empregados pelos dife-
rentes trabalhos, refletido no numero de clas-
ses contemplados em cada caso; (ii) hd uma
tendéncia geral de queda do desempenho & me-
dida que o tamanho do sistema de classificacao
aumenta; e (iii) modelos para a lingua inglesa
tendem a apresentar um desempenho superior
aos de outras linguas, refletindo a quantidade e
qualidade de recursos disponiveis.

No que tange ao nosso melhor resultado —
representado no grafico pelo marcador em for-
mato de estrela — ¢é possivel notar que nosso
classificador se encontra relativamente bem po-
sicionado em comparacao com os outros traba-
lhos mencionados. Essa constatacao se mantém
tanto na comparacao com outros classificadores
para a lingua portuguesa quanto com aqueles de-
senvolvidos para variedades similares a registro,
independentemente da lingua. Ressaltamos que
qualquer comparagao direta é impossivel nestas
condicoes. Para tal, seria necessdria a avaliacao
dos modelos sobre um mesmo conjunto de dados,
bem como um sistema de traducao entre os sis-
temas de classificacao e os escopos utilizados.
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Figura 15: Panorama da performance de classificagao para variedades intralinguisticas, incluindo os
trabalhos mencionados na Segao 3, comparados ao nosso melhor resultado (marcador de estrela).

Esperamos, entretanto, que a politica de cons-
trucao e a estratégia de distribuicao do nosso con-
junto de dados — limitadas a documentos com
licenca permissiva, visando distribuicao aberta
para fins de pesquisa — estimulem, em um fu-
turo proximo, o desenvolvimento de uma gama
mais ampla de resultados sobre este mesmo da-
taset, viabilizando assim uma comparagao mais
abrangente e rigorosa.

8. Conclusoes

Neste trabalho, nos debrugamos sobre a variacao
de dominios discursivos no portugués brasileiro
em nivel sentencial. Na primeira etapa examina-
mos a diferenciabilidade dos dominios na nossa
amostra e caracterizamos sua variacao. Na se-
gunda parte, apds concluir pela clara diferenci-
abilidade dos dominios no escopo sentencial, de-
senvolvemos classificadores de dominios nesse es-
copo. Construimos um dataset aberto para essa
tarefa e treinamos quatro modelos baseados em
Transformers e dois modelos cldssicos, todos pu-
blicamente disponiveis.

Na nossa andlise de discernibilidade e va-
riacdo, identificamos diversas caracteristicas dis-
tintivas em termos de dominio, o que nos permite
retomar as perguntas iniciais, da Secao 1:

Q1 Os dominios discursivos sao computa-
cionalmente discerniveis nesse escopo?
Sim. Os dominios avaliados sao bastante dis-
cerniveis em nossa amostra;

Q2 Quais propriedades os diferenciam?
Propriedades como grau de duplicagao, com-
primento de frases e palavras, distribuicao de
categorias gramaticais (part-of-speech tags)
e tempo verbal sao distintivas. Além disso,
muitos pares dominios sao relativamente dis-
tinguiveis nos espacos de embeddings e em
termos de sobreposicao vocabular.

Q3 Quais problemas e tarefas de PLN po-
dem se beneficiar da diferenciagao de
dominios nesse escopo? Nossos resul-
tados indicam que tarefas como etiqueta-
gem gramatical, tokenizacdo, segmentacao,
reconhecimento de entidades nomeadas e
geracao de embeddings podem se beneficiar

de especializagao em dominio.

Além disso, observamos um padrao sis-
tematico de ordenacdo entre os dominios apa-
rente em varias das propriedades numéricas
analisadas e com cortes correspondentes em
varias propriedades categoéricas.  Observamos
padroes relacionados na distribuicao vocabular e
semantica dos dominios. Numa andlise compara-
tiva com modelos multidimensionais, concluimos
que a ordenacao reflete a dimensao de variagao
priméria desses modelos, que envolve a distin¢ao
funcional entre discursos oralizados e envolvidos
em oposigao a discursos literdrios e mais informa-
cionalmente densos.

Na segunda parte, os experimentos de classi-
ficacao realizados confirmaram a viabilidade da
tarefa, com o bert-large apresentando os melho-
res resultados. Realizamos também uma com-
paracao entre a confus@o entre os dominios por



parte dos classificadores baseados em Transfor-
mers e a distancia dos mesmos dominios na or-
denagao observada na etapa anterior, atestando
uma forte concordancia entre ambos, o que su-
gere que esses classificadores baseiam-se signifi-
cativamente na principal dimensao de variacao
dos dominios (a escala oral-envolvido vs. literato-
informacional) para realizar a classificacao.

Diversas direcoes para pesquisas futuras sao
possiveis. Destacamos: (i) o desenvolvimento
de modelos de PLN especializados em dominios,
(ii) uma exploragao mais aprofundada da dedu-
plicagdo de textos entre dominios, (iii) um es-
tudo detalhado da relagao entre complexidade
textual e diferencas linguisticas observadas en-
tre os dominios, em especial através de um de-
senvolvimento de um modelo de andalise multidi-
mensional sobre o corpus, adicionando a nossa
analise um conjunto mais amplo e detalhado de
features, (iv) a exploracao do uso dos classificado-
res sentenciais para a construcao de classificado-
res em nivel de documento, possivelmente usando
técnicas de agregagao, e (v) o desenvolvimento de
classificadores completamente baseados em fea-
tures distintivas para fim de comparagao. Além
disso, seria interessante repetir os experimentos
garantindo que sentengas do mesmo documento
nao sejam divididas entre conjuntos durante o
treinamento, visando aumentar a robustez e a
confiabilidade dos resultados.
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Apéndices

Tag Classe Descricao Exemplos

SCONJ  Conjuncao Palavra gramatical usada para “Ela chorou quando ouviu a

subordinativa introduzir oracoes subordinadas, noticia.”; “Eu sai mais cedo
estabelecendo dependéncia porque estava cansado.”
sintatica.

VERB  Verbo Palavra que expressa acao, “Ela estuda todos os dias.”;
processo, estado ou ocorréncia, e  “Joao quebrou o vaso.”
pode flexionar-se em tempo,
modo, aspecto, pessoa e numero.

PROPN Nome Proéprio Subcategoria de substantivo que  “Lucas chegou cedo na escola.”;
designa entidades unicas, como “Pedro e Ana estudam para a
pessoas, lugares ou organizagbes. prova juntos.”

PRON  Pronome Palavra que substitui ou “Ela gosta de ler livros.”; “Isso
acompanha um substantivo, é muito interessante.”
referindo-se a participantes do
discurso ou a elementos do
contexto.

CCONJ  Conjungao Palavra ou expressao que liga “Estudei bastante, mas nao

coordenativa duas oracoes ou termos consegui tirar uma boa nota.”;
independentes. “Fui ao mercado, e comprei
frutas.”

ADV Advérbio Palavra que modifica verbos, “Ela correu rapidamente para
adjetivos, outros advérbios ou 0 Onibus.”; “Maria falou muito
frases inteiras, expressando durante a reuniao.”
circunstancias como tempo,
modo, lugar, intensidade etc.

AUX Verbo auxiliar Verbo usado em conjunto com o “Ela esta estudando para a
verbo principal para formar prova.”; “Noés vamos viajar
tempos compostos, passivas ou amanha.”
perifrases verbais.

ADJ Adjetivo Palavra que qualifica ou “O cachorro grande latiu
caracteriza um substantivo, durante a noite.”; “A casa
atribuindo-lhe uma propriedade antiga precisa de reformas.”
ou estado.

DET Determinante Palavra que acompanha um “Este livro é muito
substantivo, modificando-o e interessante.”; “A menina brinca
especificando seu sentido. no parque.”

NOUN  Substantivo Palavra que designa seres, “O carro esta estacionado na

comum objetos, conceitos ou entidades rua.”; “A crianga brinca no

de forma geral, podendo
funcionar como nucleo do sujeito
ou do objeto.

jardim.”



Tag Classe

Descricao

Exemplos

ADP Preposicao

INTJ Interjeicao

NUM Numeral
X Outro /
indefinido
PUNCT Pontuagao

SYM Simbolo

Palavra invaridavel que estabelece
uma relacao entre dois termos de
uma frase, subordinando um ao
outro. Essa relacao pode indicar
diversas conexoes, como posse,
lugar, tempo, causa, entre
outras.

Palavra ou expressao que
comunica emocoes, reacoes ou
chamamentos de forma
independente da estrutura
sintatica.

Palavra varidvel que indica um
ndmero exato ou a posicao que
tal coisa ocupa numa série.

Categoria usada para palavras
que nao se encaixam em
nenhuma classe tradicional ou
que nao puderam ser analisadas.

Sinais gréaficos usados para
estruturar e organizar o texto,
indicando pausas, entonagoes e
relagoes sintaticas.

Qualquer caractere ou grupo de
caracteres com funcao simbdlica,
como operadores matemaéticos,
hashtags, sinais monetarios etc.

“O livro esta sobre a mesa.”;
“Ela foi para a escola cedo
hoje.”

“Nossa! Que dia incrivel!”; “Ai!
Eu me machuquei.”

“Tenho trés livros na minha
mochila.”; “Ele terminou em
primeiro lugar na competigao.”

“O termo blorf parece estranho
e nao pertence a nenhuma classe
gramatical conhecida.”; “No
jogo, apareceu a palavra zzzorp
que ninguém entendeu.”

“Vamos ao parque amanha!”;
“Eu gosto de frutas —
especialmente macas, laranjas e
bananas — porque sao
saudaveis.”

“Na férmula, usamos o simbolo
+ para somar e o sinal @ para
marcar alguém na rede social.”

Tabela 16: Descrigoes e exemplos das etiquetas de partes do discurso (Part-of-Speech — PoS) usadas

neste trabalho.



Dominio verdadeiro

Resposta dos modelos

Texto

Instrucional A mistura de rock, country e R&B trouxeram
L muitos fas.
Jornalistico

Entretenimento Nao da boas entrevistas.

Virtual Rayane e Ygor nao sao atores profissionais, e os
personagens tém os nomes dos atores.

Juridico Caberd ao ministro vice-presidente, no exercicio
da Presidéncia do STF, decidir casos urgentes
que forem encaminhados ao Tribunal.

Jornalistico Os dados nos paises em desenvolvimento sdo

. ouco claros.
Instrucional P

Entretenimento Como ¢ sua superficie?

Virtual As imagens devem ser salvas com qualidade su-
ficiente para futura edicao e visualizagao.

Juridico Segundo a Constitui¢ao, somente a lei pode limi-
tar a liberdade de expressao e estabelecer limites
para sua expressao.

Jornalistico Tem gente treinando os musculos da criativi-

. dade.
Entretenimento

Instrucional As pernas estdo dobradas e jogadas para tras e
os bracgos para frente.

Virtual Se devo ser a Unica a propor padroes exemplares
a serem seguidos, que assim seja.

Juridico Com o devido respeito, Presidente, cabe ao Se-
nado decidir isso, nao a nés.

Entretenimento Choro digitando isto e lembrando da minha rai-

. nha.
Virtual

Jornalistico Antes de achar que hd uma conspiragao universal
para nos derrubar, temos que esgotar as possibi-
lidades de o problema estar dentro de casa.

Instrucional A falta de ar geralmente se desenvolve varios dias
apds os sintomas iniciais.

Juridico Descobri que nossos Deputados Federais, em sua
maioria, sao péssimos.

Entretenimento Ele estd no ultimo do circulo do Inferno de

/1 Dante.
Juridico

Jornalistico Os brasileiros nao suportam mais falsos prote-
cionismos cujo unico resultado é o atraso, a ig-
nominia de um povo.

Instrucional Em seguida, colocar a fita de papel microperfu-
rada.

Virtual Se os anexos tém um tamanho muito grande, o

que devo fazer?

Tabela 17: Exemplos de casos onde todos os modelos baseados em transformer erraram a predicao
do dominio. Apesar de esses serem apenas uma infima parcela dos exemplos de confusao dos modelos
é possivel observar diversos fenémenos de indugao ao erro, seja em termos de estrutura das sentencas,
assuntos tratados ou elementos lexicais caracteristicos.
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