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Resumo

1. Introducao

Neste artigo, detalhamos a metodologia utilizada
na construgao do Porttinari-base Propbank, um Prop-
bank padrao-ouro com mais de 45 mil argumentos
anotados sobre as dependéncias sintaticas do treebank
Porttinari-base. Apresentamos os desafios subjacen-
tes e as solugoes adotadas na anotacao de argumen-
tos e predicados, e relatamos os resultados de um es-
tudo sobre concordancias na anotacao. Nosso obje-
tivo é duplo: apresentar o Porttinari-base Propbank
enquanto recurso do PLN e, secundariamente, provo-
car reflexoes acerca dos didlogos entre PLN e teorias
linguisticas.
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Abstract

In this paper, we detail the methodology used
to construct the Porttinari-base Propbank, a gold-
standard Propbank with over 45,000 arguments anno-
tated on the syntactic dependencies of the Porttinari-
base treebank. We present the underlying challenges
and the solutions adopted in the annotation of ar-
guments and predicates, and report the results of an
inter-annotator agreement study. Our goal is twofold:
to present the Porttinari-base Propbank as a resource
for NLP and, secondarily, to provoke reflections on
the dialogues between NLP and linguistic theories.
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A anotacao de papéis semanticos é uma das for-
mas utilizadas pelo Processamento de Linguagem
Natural (PLN) para representar computacional-
mente informacao semantica de frases. Papéis
semanticos classificam e relacionam as entidades
participantes de um evento — em geral um verbo.
Ao indicarem quem fez o qué para quem, onde,
quando, como, por que, para que, com que, COM
quem etc, estruturam a informagao linguistica de
maneira explicita e interpretavel.

PropBanks (Bancos de Proposigoes) sao
corpora que contém a anotacao de papéis
semanticos. No PropBank, o conceito de pro-
posi¢ao é tomado da Gramatica de Casos de Fill-
more (1968): uma proposi¢ao é um conjunto de
relagoes entre nomes e verbos, sem informacao
relativa a tempo, modo, aspecto, negagao ou mo-
dificadores modais. Do lado computacional, um
PropBank é um recurso criado com a intengao
de servir para o aprendizado automético da in-
formacgao semantica que codifica.

Historicamente, papéis semanticos guardam
uma relagao estreita (ou, de dependéncia) com a
sintaxe, sendo descritos pelos estudos linguisticos
como elementos da interface sintaxe — semantica
(Palmer et al., 2005; Levin, 1993; Levin & Rap-
paport Hovav, 2005). Dai que, tradicionalmente,
anotacao de papéis semanticos seja feita sobre
frases ja analisadas sintaticamente, e quanto
maior a qualidade da analise subjacente, mais fa-
cilitado serd o trabalho humano de anotacao dos
papéis semanticos.

Neste artigo, detalhamos o processo de criagao
do Porttinari-base Propbank (PBP), que cor-
responde a adicao de uma camada de papéis
semanticos ao Porttinari-base, subcorpus do tre-
ebank Porttinari (Pardo et al., 2021) que foi
intensa e cuidadosamente revisto no que se
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refere a anotacao de dependéncias sintaticas.
O Porttinari (cujo nome vem de PORTuguese
Treebank) ¢ um treebank multigénero anotado
conforme a abordagem Universal Dependencies
(UD) (de Marneffe et al., 2021), e um dos des-
dobramentos do projeto POeTiSA! (POrtuguese
processing — Towards Syntactic Analysis and par-
sing). O POeTiSA tem como um de seus
objetivos a ampliacdo de recursos linguistico-
computacionais baseados na sintaxe, e o PBP é
um dos recursos criados no ambito do projeto:
no ambiente dedicado a sintaxe, a anotacao de
papéis semanticos se apresenta como um cami-
nho para o significado (Duran et al., 2023). Como
ilustracao, a Figura 1 traz a representacao, con-
forme a anotagdo codificada no Porttinari-base
Propbank, da frase “Carlos andou 150 km a pé
para chegar ao México apds ser ameacado por
bandidos.”

O primeiro propbank foi criado para a lingua
inglesa em 2005, tendo como motivagao princi-
pal ir além das analises sintdticas produzidas por
parsers sintaticos, que estariam “muito longe de
representar o significado completo das frases ana-
lisadas.” (Palmer et al., 2005, p. 71). No en-
tanto, se em 2005 o aprendizado de méquina (ma-
joritariamente supervisionado) era uma aborda-
gem promissora para o PLN, duas décadas de-
pois o cendrio é outro, com a onipresenca de
arquiteturas neurais e de grandes modelos de
lingua, treinados normalmente de maneira auto-
supervisionada com grandes quantidades de da-
dos, sendo utilizados para os mais variados fins.
E, apesar da ampla disseminacao desses métodos
em PLN/Inteligéncia Artificial, a falta de trans-
paréncia e de interpretabilidade sao um gargalo
a ser resolvido, e uma tendéncia atual é investi-
gar formas de combinar representacoes explicitas
de conhecimento e arquiteturas neurais. A pos-
sibilidade de criar grafos de conhecimento a par-
tir da anotagdo de papéis seméanticos (Mohebbi
et al., 2022) torna este tipo de representagao
linguistica relevante para a investigagao acerca de
abordagens neuro-simbdlicas, com a articulacao
entre fontes de conhecimento estruturado e gran-
des modelos de lingua (Dong, 2023). Por outro
lado, sao igualmente conhecidos os altos custos
envolvidos no treinamento dos grandes modelos
de lingua, fazendo com que abordagens compu-
tacionalmente menos custosas e semanticamente
informativas, como os papéis semanticos, se man-
tenham como alternativas vidveis para a repre-
sentacao do significado no PLN.

"https://sites.google.com/icmc.usp.br/poetisa

Desde o surgimento do primeiro propbank, re-
cursos similares para diferentes linguas tém sido
produzidos, em maior ou menor alinhamento com
o recurso original. Um dos mais utilizados data-
sets com anotacao de papéis semanticos ao estilo
PropBank é o Ontonotes (Hovy et al., 2006), que
contém dados para as linguas inglesa, chinesa e
arabe. Outros datasets de amplo uso que contém
anotacao de papéis semanticos ao estilo Prop-
Bank sao o material do CoNLL2005 (Carreras
& Marquez, 2005), do CoNLL2009 (Hajic et al.,
2009), e do CoNLL2012 (Pradhan et al., 2012).
Além disso, associados ao projeto PropBank ori-
ginal estao ainda treebanks para o hindi, chinés,
arabe, finlandés, basco, turco e para a lingua por-
tuguesa (Duran & Aluisio, 2011). Desde 2017, o
estilo PropBank também estd alinhado ao pro-
jeto Universal PropBank?.

1.1. Papéis semanticos e PropBanks de
lingua portuguesa

Em uma abordagem baseada em regras, Bick
(Bick, 2007) propoe um anotador de papéis
tematicos para o portugués, e relata que o sis-
tema consegue um F-score de 88.6%. A lingua
portuguesa conta também com o CINTIL-
PropBank (Branco et al., 2012) criado de ma-
neira semiautomaéatica e com um conjunto de
papéis semanticos que é uma adaptacao dos ar-
gumentos numerados de Palmer et al. (2005).
Também desde 2012 estd disponivel a comu-
nidade de lingua portuguesa o PropBank-Br
(Duran & Aluisio, 2011), que contém papéis
semanticos ao estilo PropBank anotados sobre
a porcao brasileira do treebank Bosque, em sua
versao de sintaxe de constituintes disponibilizada
pela Linguateca. Pouco tempo depois, foi criado
o Propbank.br v2, tendo em vista a criacao de
um material maior e mais lexicalmente diversi-
ficado, dedicado especificamente ao aprendizado
de maquina (Duran et al., 2014; Hartmann et al.,
2016). Diferentemente da versdo anterior, este
material foi construido sobre arvores sintaticas
nao revistas.

A criacao do Porttinari-base Propbank se jus-
tifica por suas caracteristicas: trata-se de um ma-
terial construido sobre dependéncias sintaticas
cuidadosamente revistas, com textos contem-
poraneos vindos do corpus Porttinari, e com mais
instancias anotadas. Até o momento, o maior
propbank disponivel para o portugués continha
cerca de 7 mil classes anotadas; o PBP contém
mais de 45 mil. No entanto, apesar de seu carater
de novidade, o material aqui apresentado herda

’https://universalpropositions.github.io/
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Representacao da frase “Carlos andou 150 km a pé para chegar ao México apds ser

ameacado por bandidos” conforme a anotacao PropBank codificada no PBP

decisoes e recursos criados ao longo da elaboracao
dos propbanks anteriores produzidos no Brasil, e
sua construcao teria sido muito mais complexa
sem a existéncia de seus antecessores.

O restante do artigo se organiza da se-
guinte maneira: na Se¢do 2, nos aprofunda-
mos no conceito de papéis semanticos e prop-
banks, destacando tanto os vinculos com teo-
rias linguisticas quanto sua capacidade de gene-
ralizacao no PLN. Na Secao 3, apresentamos o
Porttinari-base PropBank; e na Segao 4 detalha-
mos a metodologia utilizada na sua construcao.
Na Secao 5, apresentamos duas versdes do cor-
pus, e na Segao 6 relatamos os resultados de um
estudo sobre concordancias e discordancias em
anotacoes semanticas. Na Segao 7, apresenta-
mos e analisamos os resultados da anotacao de
papéis semanticos. Na Secao 8, a luz dos resul-
tados analisados, trazemos reflexdes linguistico-
computacionais motivadas pela construcao deste
tipo de recurso, e finalmente, na Secao 9, tecemos
nossas consideragoes finais.

2. PropBanks e papéis semanticos

Papéis semanticos, também comumente chama-
dos de papéis tematicos, papéis theta, casos
semanticos e relagoes tematicas na literatura es-
pecializada, referem-se a maneira pela qual uma
entidade estd (semanticamente) envolvida em
uma proposi¢ao. Associada a diversidade de ter-
mos, quantidades e tipos de propostas, a vasta
literatura linguistica sobre o tema traz algumas
convergéncias, como a presenca de elementos
como “agente”, “tema’”, “experienciador”’, “be-
neficiario”, “instrumento”, “localidade” e “obje-
tivo” (Saeed, 2007).

O PropBank adota o termo “papéis
semanticos”, e contorna a diversidade men-
cionada com a utilizacdo de i) argumentos
numerados, que vao de Arg0 a Argb e consistem

em um pequeno conjunto de etiquetas abstratas;
e ii) argumentos modificadores (ArgM), um
conjunto mais amplo de argumentos. A Figura 1
ilustra como os argumentos sao anotados, onde
se pode ver os dois tipos de argumentos.

A diferenca entre argumentos numerados e
argumentos modificadores estd na natureza da
relacao sintatica que o argumento mantém com
o verbo: os argumentos numerados referem-se
a elementos que, ou sao exigidos pela valéncia
(ou estrutura argumental®) de um predicado ou,
se nao exigidos, sao aqueles que ocorrem com
uma alta frequéncia no uso comum (Bonial et al.,
2015). J4& os argumentos modificadores (ArgM)
sao considerados opcionais. A distingao entre ar-
gumentos numerados e nao numerados também
é motivada pela assistematicidade semantica dos
papéis com relacao aos verbos, e por isso argu-
mentos numerados sdo especificos de cada verbo
(o Arg0 do verbo “abrir” em abrir a porta é
“quem abre” e o Arg0 de “afastar” é “causador
do afastamento”). Os ArgM, por outro lado, tém
uma semantica especifica e previsivel, indicada
pelo nome da etiqueta (ArgM-tmp para “tempo”,
ArgM-loc para “local”, ArgM-prp para “finali-
dade” etc), e podem se associar a qualquer verbo.

Além de anotacoes ao estilo PropBank, que
se centram no verbo e na andlise sintdtica para
seguir rumo a semantica, anotacoes conforme o
projeto FrameNet (Baker et al. (1998) e, para
a lingua portuguesa (Salomdo et al., 2013)*
também sao usadas no PLN para codificar sim-
bolicamente a semantica das frases. Diferente-
mente das anotagoes ao estilo PropBank, que sao
genéricas com argumentos numerados e motiva-

3Podemos entender a estrutura argumental de um
verbo como o nimero e o tipo de argumentos que o verbo
exige para formar uma sentencga gramaticalmente correta.

‘Tanto a FrameNet quanto a FrameNet Brasil
sdo projetos bastante ativos, conforme suas respecti-
vas paginas: https://framenet.icsi.berkeley.edu/ e
https://www2.ufjf.br/framenetbr/
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das pela sintaxe, a anotagao ao estilo FrameNet é
centrada na nocao semantica de frame (mais pre-
cisamente, na teoria da Semantica de Frames),
sendo semanticamente mais detalhada. Ambos
os recursos partem de ideias do linguista Char-
les Fillmore e tomaram rumos distintos ao longo
do tempo, mas podem ser considerados mem-
bros de uma mesma familia de recursos léxico-
computacionais, como evidenciado pelo projeto
SemLink (Stowe et al., 2021).

Na anotacao PropBank, a seméantica dos ar-
gumentos numerados é “revelada” com o alinha-
mento entre a anotagao do corpus e o recurso lexi-
cal associado, que contém os chamados Frames®
— em nosso caso, dispomos do Verbo-Brasil (Du-
ran & Alufsio, 2015)%. Assim, a frase (1), segundo
a anotacao de um PropBank, recebe as etiquetas
conforme os frames de fechar.0j e deizar.05 e é
anotada como (2), levando a uma representagao
semantica como a indicada em (3) apds a consulta
ao Verbo-Brasil. Como a anotacao é feita sobre
dependéncias sintdticas e tem explicitacao de su-
jeitos omitidos, temos um grafo de dependéncias
semanticas, como na Figura 2.

1. Janot fechou 159 acordos de colaboragao, dei-
xando para Dodge uma série de inquéritos em
curso.

2. Janot[Arg0] fechou 159 acordos|[Argl] de co-
laboracao, deixando para Dodge[Arg2] uma
série[Argl] de inquéritos em curso.

3. Janot|agente] fechou 159 acordos [compro-
misso firmado] de colaboracao, deixando
para Dodge[beneficidrio] uma série[bem le-
gado] de inquéritos em curso.

Um PropBank nao é apenas um corpus ano-
tado, mas a associacao entre um corpus anotado
e um léxico, que indica como os argumentos de-
vem ser anotados. Por isso, embora o corpus seja
a parte visivel do PropBank, sua existéncia de-
pende do 1éxico, que indica como classificar os
argumentos numerados, uma vez que estes tém
sentido variavel. A Tabela 1, adaptada de Bonial

®Como informam Palmer et al. (2005, p. 8), nio de-
vemos confundir os “frames seméanticos” da FrameNet de
Fillmore com os “frames sintaticos” do PropBank, que se
referem a realizagbes sintaticas.

50 Verbo-Brasil foi construido combinando dados do
recurso lexical associado ao PropBank de lingua inglesa,
com o qual estd alinhado, e dados do corpus PropBank-
Br, de maneira a cobrir sentidos nao presentes no recurso
em inglés. No PropBank-Br, que nao dispunha de recurso
lexical associado, a anotacgdo de sentidos verbais foi reali-
zada manualmente e de maneira concomitante a anotagao
dos argumentos, com base nas diretivas do PropBank ori-
ginal. A estratégia de construgdo do Verbo-Brasil esta
descrita em (Duran & Aluisio, 2015)

et al. (2018), indica os papéis mais tipicamente
associados a cada argumento numerado.

.

E justamente a pouca regularidade entre o
significado de um argumento numerado e o
seu numero que torna a anotacao de papéis
semanticos dificil de ser generalizada — por quem
anota e pelos algoritmos. O papel de instru-
mento, por exemplo, pode ser tanto Arg2 do
verbo acalmar na frase (1) como Arg3 do verbo
cortar na frase (2). Uma ideia como modo ou
maneira pode ser expressa como um argumento
numerado do verbo andar da frase (3), ou como
um argumento modificador do verbo wvoar na
frase (4). A ideia de paciente corresponde, na
maioria das vezes, a Argl, mas em Carlos foi
ameagado... (Figura 1), Carlos é Arg2. Assim,
cabe & anotacao apenas codificar o que estd es-
pecificado no léxico, que cristaliza as decisoes re-
lativas a numeracao de cada argumento.

1. O presidente acalmou o animo dos correli-
giondrios com um discurso apaziguador [Arg2].

2. O vizinho que cortou a corda com facdo
[Arg3].

3. Carlos andou a pé [Argl]
4. Eu voei de jatinho [ArgM-mnr]

Um dos motivos da variacao semantica na
atribuicdo de argumentos estd relacionado as
origens linguisticas do PropBank’. Ao partir
da estrutura argumental dos verbos para atri-
buir os papéis semanticos — e nao da semantica
dos argumentos, por exemplo, como acontece na
anotacao de entidades mencionadas —, o resul-
tado é uma classificacdo que, se por um lado
é homogénea do ponto de vista do comporta-
mento sintatico, e permite investigar proprie-
dades sintaticas e correlacoes entre sintaxe e
semantica, por outro lado é heterogénea do ponto
de vista da semantica dos argumentos, o que
torna a anotacao mais dependente do léxico que
da interpretacao da frase.

"Originalmente, o PropBank também foi motivado por
interesses linguisticos. “QOur objective with the Proposition
Bank is not a theoretical account of how and why syntac-
tic alternation takes place, but rather to provide a useful
level of representation and a corpus of annotated data to
enable empirical study of these issues.” (Palmer et al.,
2005, p. 74). E, algumas pdginas adiante: “The Prop-
Bank project and the FrameNet project (...) share the goal
of documenting the syntactic realization of arguments of
the predicates of the general English lexicon by annotating
a corpus with semantic roles.” (Palmer et al., 2005, p. 88).
Do mesmo modo, Charles Fillmore, no texto que motiva o
interesse moderno em listas de papéis semanticos, afirma:
“O presente ensaio pretende ser uma contribui¢do ao es-
tudo de universais sintdticos formais e materiais” (Fill-
more, 1968, p. 278).
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Figura 2: Representagao do estilo PropBank no formato de dependéncias semanticas

Argumento numerado Papel Tematico tipico

Arg0 Agente
Argl Paciente
Arg2

Arg3

Arg4 Ponto Final
Argh Direcao

Beneficidrio, Instrumento, Atributo, Estado Final
Ponto de Partida, Beneficidrio, Instrumento, Atributo

Tabela 1: Mapeamento de argumentos gerais (fonte: Bonial et al. (2018))

No PropBank, a informacao relativa aos ar-
gumentos dos verbos se baseia na classificacao
linguistica proposta por Levin (1993), segundo
a qual verbos que participam dos mesmos tipos
de alternancia sintatica, isto é, verbos que tém o
mesmo comportamento sintatico, também com-
partilhariam aspectos do significado, e compo-
riam classes semanticamente coerentes. A clas-
sificacao de Levin obedece primeiramente, por-
tanto, critérios sintaticos, partindo da hipétese
de que o comportamento sintatico seria reflexo de
aspectos do significado. Segundo Levin (1993),
a opcao de privilegiar a sintaxe se deve a di-
ficuldade de identificacao de significados com
base apenas na intuicao ou na definicao de di-
cionérios®.

Verbos com sentidos parecidos ou simétricos
— como os pares alertar/avisar (1), cau-
sar/provocar (2) e assustar/ameagar (3) — por-
que tém comportamentos sintaticos diferentes,
pertencem a grupos semanticos diferentes, e por
isso podem atribuir papéis seméanticos de maneira
distinta. Em (1), se usamos o verbo alertar, o
aviso (ou alerta) é codificado como Arg2; se usa-
mos o verbo avisar, o mesmo aviso é codificado
como Argl. Em (2), se usamos o verbo provocar,
o elemento pais recebe a etiqueta Arg2 que, no
caso de provocar, sinaliza a presenca de um be-

8«The availability of this technique for investigating
word meaning is important since it can be quite difficult to
pin down the meanings of words using introspection alone.
For instance, dictionaries provide rather different defini-
tions of the sense of the verb whistle found in the context
(...). They seem unsure whether to treat this sense as in-
volving a verb of sound or a verb of motion.” (Levin, 1993,
p. 14-15)

neficidrio. Entretanto, se a frase tiver sido cons-
truida com o verbo causar, nao temos o que fa-
Zer com pais, pois causar NAo prevé um espago
argumental para elementos do tipo beneficidrio.
Em consequéncia, precisamos escolher alguma
das etiquetas dos argumentos modificadores (na
anotagao, foi escolhida ArgM-adv). Em (3), se
usamos o verbo ameacar, Carlos é Arg2, mas,
se usamos o verbo assustar, Carlos é Argl, uma
vez que assustar exige 2 argumentos (entidade
que assusta (Arg0) e entidade assustada (Argl)),
mas ameagar exige 3 argumentos (entidade que
ameaca (Arg0), entidade ameagada (Arg2) e a
ameaga propriamente (Argl)).

Vale notar que esta “arbitrariedade” na atri-
buicao de papéis ja havia sido notada por Duran
& Aluisio (2011, p. 1864), que apontam para a
diferenca na atribuicao de papéis entre os verbos
renegociar e megociar: em renegociar, o que é ne-
gociado é Argl e a “outra parte” envolvida no
acordo é Arg2; j4 em megociar, os elementos se
invertem: o que é negociado é Arg2, e a outra
parte envolvida no acordo é Argl.

1. (...) a CPPU enviara uma notificagdo a pre-
feitura (...) [alertando/avisando| que os in-
fratores estavam sujeitos as penas previstas

2. (...) as concessbes feitas a grupos que
[causaram/provocaram]| tanto sofrimento
ao pais.

3. Carlos foi [ameagado/assustado] por bandi-
dos
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Nos estudos linguisticos, o interesse na estru-
tura argumental dos verbos se relaciona ao inte-
resse na caracterizagao do léxico mental. Um ar-
gumento nuclear/obrigatério de um item lexical
é uma propriedade estavel deste item no léxico
mental®. No contexto de um propbank, o léxico
corresponde a informacao codificada nos Frames
e, no PBP, as informacoes codificadas no Verbo-
Brasil.

No PLN, PropBanks e VerbNets (Kipper
et al., 2008) sdo as formas mais popularizadas
de anotar o que estamos chamando de “papéis
semanticos”. Uma anotagao ao estilo Verb-
Net parte da taxonomia da VerbNet, um léxico
de verbos organizado hierarquicamente, indepen-
dente de dominio e de ampla cobertura.

PropBanks e VerbNets compartilham uma
série de pressupostos — como as classes de Levin
(1993) como ponto de partida — , mas divergem
quanto ao nivel de granularidade. O PropBank
¢ menos granular, com 6 etiquetas (considerando
apenas os argumentos numerados). A VerbNet
traz 23 etiquetas (considerando apenas os argu-
mentos “instanciados”, que seriam corresponden-
tes aos numerados no PropBank). Além disso, a
VerbNet nao lista/descreve os elementos “opcio-
nais” associados ao significado dos verbos (que
seriam os argumentos modificadores do Prop-
Bank) devido ao seu cardter acidental e uso idi-
ossincratico. O PropBank compartilha o mesmo
pressuposto, mas o aplica de maneira moderada:
distingue os tipos de argumentos, mas nao deixa
de anota-los.

A motivacdo inicial para o conjunto restrito
de papéis numerados no PropBank (em contraste
ao conjunto da VerbNet) é facilitar a genera-
lizacao no aprendizado de maquina. No entanto,
trabalhos que comparam a capacidade de gene-
ralizagao no aprendizado de méaquina do estilo
PropBank e do estilo VerbNet de anotar papéis
semanticos indicam que o segundo generaliza me-
lhor quando se trata de classes/instancias novas,
e que o aprendizado, para argumentos numerados
que nao sejam Arg0 e Argl, é limitado (Merlo
& Van Der Plas, 2009; Yi et al., 2007; Bonial
et al., 2018; Gung & Palmer, 2021). Talvez por
isso, artigos mais recentes sobre o PropBank in-
diquem que a utilizagao de um conjunto de eti-
quetas numeradas tao enxuto, e nao de etique-
tas que tenham um rétulo mais descritivo, como
propoe a VerbNet, é motivada pela dificuldade
de “um conjunto universal de papéis seméanticos

9Vale lembrar que a composicio do léxico mental, bem
como a propria existéncia de um léxico mental, sao alvo
de amplo debate dentro dos estudos linguisticos (veja-se
Peeters (2000)).

ou tematicos capaz de cobrir todos os tipos de
predicados” (Bonial et al., 2018, p.740).

Wang et al. (2022) fazem um levantamento
dos resultados mais recentes para a anotacao de
papéis semanticos, e mesmo com a utilizacao das
técnicas mais avancadas, os melhores resultados
giram em torno de 85% no cendrio mais realista,
no qual o material é avaliado em um outro corpus,
e nao na particao de teste de um mesmo corpus
(cenério out of domain).

3. O Porttinari-base PropBank

Nesta secao, trazemos uma visao geral do
Porttinari-base PropBank, indicando carac-
teristicas relevantes da anotacao e do con-
junto de etiquetas usadas e algumas especifici-
dades decorrentes do alinhamento com a andlise
sintatica. O material é um dos desdobramentos
do Porttinari-base treebank, composto por 168
mil tokens distribuidos em 8.418 frases de textos
jornalisticos.

3.1. Caracteristicas gerais

A anotacgao da camada de papéis seméanticos no
Porttinari-base seguiu de perto as diretivas de
anotagao linguistica do PropBank.br v2 (Duran,
2014), que foram atualizadas e ampliadas ao
longo do projeto (Duran & Freitas, 2024). No en-
tanto, ha um ponto em que a anotacao do PBP
difere da anotacao do PropBank.br: no Prop-
Bank.br, a anotagao de papéis semanticos deveria
seguir a andlise sintatica subjacente. Esta reco-
mendacao nao foi levada em conta na anotacao
PBP, anotado sobre arvores analisadas sintatica-
mente conforme a teoria Universal Dependencies
(UD) (de Marneffe et al., 2021). Justificamos esta
opgao com trés argumentos:

1. A decisdo torna a camada de papéis
semanticos dependente das decisoes de UD, o
que tem como consequéncias i) a dificuldade
de verificar a interferéncia de diferentes repre-
sentacoes sintaticas no aprendizado de papéis
semanticos; e ii) a impossibilidade de atribuir
papéis semanticos caso a andlise sintatica, por
principio ou por lapso de anotacao, esteja de-
salinhada com estrutura argumental do verbo
descrita no Verbo-Brasil (Duran & Aluisio,
2015).

2. Nao ha impedimento formal para a anotacao
de papéis semanticos de maneira independente
da camada sintdtica. Além disso, é possivel
recuperar as ocorréncias em que um elemento
foi tratado como argumento pela camada de
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papéis semanticos, mas nao o foi pela camada
sintatica, para posterior investigacao.

3. Este desalinhamento entre a anotacao do tre-
ebank subjacente e a anotacdo de papéis
semanticos ja acontece no PropBank origi-
nal.'%

Assim, o primeiro compromisso do Porttinari-
base PropBank é com seu léxico, o Verbo-Brasil
(Duran & Aluisio, 2015). Ao longo do projeto,
esta independéncia moderada entre as camadas
de anotacao se mostrou proveitosa: na camada
sintatica, o Porttinari anota como auxiliares ape-
nas auxiliares de tempo e de voz. Recente-
mente, as diretivas da teoria UD para a lingua
portuguesa passaram a sinalizar que auxiliares
de modo e de aspecto também deveriam ser in-
cluidos na lista de verbos auxiliares''. Uma vez
que, na camada propbank, verbos como dever,
poder, terminar e andar, entre outros, ja figura-
vam como auxiliares (porque assim estao codifi-
cados no Verbo-Brasil), nada precisou ser feito!2.

O Porttinari-base PropBank foi construido
sobre a versao 1.0 do treebank Porttinari-
base. Anotado a partir de um treebank de
dependéncias, o PBP estd no formato de de-
pendéncias semanticas, no qual cada argumento
¢ um unico token, em um arquivo em formato
conllu™®. Seguindo esse formato, a anotacdo foi
feita originalmente na coluna 9 (“deps”) para
os predicados verbais e na coluna 10 (“misc”)
para argumentos semanticos e seus nucleos. Fo-
ram anotados elementos implicitos (como sujei-
tos omitidos) e explicitos, como vimos nas Fi-
guras 1 e 2. A Figura 3 traz a codificagdo da
frase “Janot fechou 159 acordos (...)” mno for-
mato conllu. Para facilitar a leitura, omitimos
os contetudos das colunas 3 a 6 e renomeamos na
figura as colunas 9 e 10 para maior clareza sobre
o conteido que contém.

3.2. Conjunto de etiquetas

O Porttinari-base Propbank utiliza 26 etiquetas,
algumas delas especificas para a lingua portu-
guesa — como as relacionadas aos verbos auxili-

10Conforme Palmer et al. (2005, p.82): “Consider a sen-
tence such as (...). The Penn Treebank’s analysis assigns
a single sentential (S) constituent to the entire string (...),
making it a single syntactic argument (...). In the Prop-
Bank annotation, we split the sentential complement into
two semantic roles (...).”

"https://universaldependencies.org/pt/dep/aux_
.htm

2Espera-se que a préxima versdo do Porttinari-base j4
tenha esta atualizagdo quanto aos auxiliares, diminuindo
o desalinhamento entre as camadas sintatica e semantica.

3http://universaldependencies.org/format.html

ares e ao pronome “se”, presentes desde o Prop-
Bank.br —, e outras que especificam as classes
ja existentes no PropBank original. Estas eti-
quetas, presentes apenas no PBP, foram criadas
porque possuem alguma marca formal que torna
sua identificacdo razoavelmente simples, e por-
que se referem a relagOes semanticas cujo signifi-
cado pode ser relevante em tarefas subsequentes
de PLN. Apresentamos a seguir cada uma das
etiquetas especificas do PBP.

ArgM-cond: usadas para proposig¢oes que in-
dicam condigdo. Originalmente ficariam sob o
rétulo de ArgM-adv, mas, como estes casos sdo
formalmente marcados em portugués com as con-
juncoes “se” e “caso” e pelo tempo verbal, e sao
um grupo semanticamente relevante, decidimos
separa-los de ArgM-adv.

= Na prioridade , caso cancelem|ArgM-cond| a
corrida , eles sao colocados no fim da fila.

ArgM-conseq: usadas para proposicoes que
indicam consequéncias. Em termos tradicio-
nais, sao as oragoes adverbiais consecutivas.
No PropBank original, também sao anotadas
como ArgM-adv, porque se referem a todo o
conteido da oracao, e nao apenas ao verbo.
No entanto, a ideia de consequéncia de uma acao
parece interessante de ser codificada de maneira
independente dos demais casos de ArgM-adv.

= Capitulos de narrativa fantastica ligam Evie
a animais de a floresta , aproximando[ArgM-
conseq| o personagem da Eva biblica.

ArgM-comp: construgoes envolvendo com-
paracoes sao anotadas no PropBank original
como ArgM-ext, etiqueta aplicada a quantidades.
Na anotacao UD do Porttinari-base, construcoes
comparativas sao anotadas como oragoes adver-
biais (advcl), assumindo que contém um verbo
implicito. Para lidar com esses casos, anotamos
os advérbios (mais, menos, melhor, pior) como
ArgM-ext e criamos a etiqueta ArgM-comp para
as oragoes adverbiais. Apesar de ser uma eti-
queta nova, a decisao facilita a identificagao des-
ses casos sem confundi-los com casos genuinos de
quantidade — significado principal da etiqueta
ArgM-ext — e nao leva a falsa leitura de que o
verbo conta com dois ArgM-ext.

— Nada ajuda mais[ArgM-ext] a divulgar a
ciéncia do que um planetario[ArgM-comp].

ArgM-src: usada para indicar a fonte da
informacao (source) de uma proposigao. De
acordo com as diretrizes do Propbank ori-
ginal, este tipo de conteido é anotado no
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ID FORM LEMMA  UPOS XPO5
1 Janot = w =
2 fechou - o .
3 159 _ _ _
4 acordos _ _ _
5 de = _ -
6 colaboracéo _ _ _
7 . o i o
8 deixando @ s s
9 para e e e
18 Dodge _ _ _
11 uma _ _ _
12 série N o N
13 de N o N
14 inquéritos N o N
15 em e o o
16 curso

. Arg@:2|Arg8:8
root fechar.@4

nummod _

obj _ Argl:2

case
nmod
punct
adwcl
case =
obl _ Arg2:8
det _

obj N Argl:s
case

nmod

case

nmad

ArgM-conseq:2

&=

N EE A ¥

Figura 3: Anotacao de papéis semanticos no arquivo conllu

Penn treebank como PRN (parenthetical), e
nao deve ser anotado na camada de papéis
semanticos. Na andlise sintatica do Porttinari,
estas estruturas sao anotadas como complemento
obliquo do wverbo (obl), e como tal devem re-
ceber algum papel semantico. Considerando a
relevancia argumentativa/retérica destas cons-
trugoes no que se refere a deteccao da fonte
da informacao/proposicao veiculada, decidimos
anota-las. Além dos casos prototipicos (1), a
etiqueta também é usada em contextos menos
Obvios, em que nao se trata exatamente da fonte
da informacao, mas fonte de opiniao relativa a
proposicao veiculada (2).

= (1) De acordo[ArgM-src] com a policia, trata-
se de uma “prisao significativa” para as inves-
tigacoes.

— (2) Pergunto-me por que tudo, para o
articulista|ArgM-src], tem que se resumir a
uma dicotomia PT-PSDB?

Auxiliares — ArgM-mod, ArgM-asp,
Argm-tml, ArgM-pass: a camada sintdtica
do Porttinari-base é bastante econdémica no que
se refere & classe dos verbos auxiliares'?, e ape-
nas considera auxiliares de tempo composto e
voz passiva. O PropBank original utiliza a eti-
queta ArgM-mod para os auxiliares modais, e a
versao anterior do PropBank.br, por sua vez, ja
utilizava, além de ArgM-mod, etiquetas ArgM-
asp, Argm-tml e ArgM-pass para auxiliares de
aspecto, tempo e voz. Na anotacao do PBP, man-
tivemos a decisao do Propbank.br, e em Duran

A economia é motivada por diretrizes gerais que ape-
nas recentemente foram reformuladas, como ja comenta-
mos.

& Freitas (2024) indicamos os verbos e contextos
em que essas etiquetas sao utilizadas.

3.3. Interferéncias da anotagao sintatica
na anotacao de papéis semanticos

Desalinhamentos quanto a segmentacao de argu-
mentos na anotacao de papéis semanticos ja fo-
ram referidos na literatura do PropBank origi-
nal, ainda que com pouca énfase (Palmer et al.,
2005, p. 82). Na anotagao do Porttinari-base
PropBank, a divergéncia entre as segmentagoes
sintatico-semanticas (indicadas no Verbo-Brasil)
e sintaticas derivam de quatro cendrios:

= possibilidade de andlises/segmentacoes
sintaticas divergentes e legitimas, resultado
da presenca de substantivos predicado-
res/nominalizagoes;

= impossibilidade de cruzamento de arcos
sintaticos, um direcionamento seguido pelo
Porttinari-base, ainda que nao seja uma
exigéncia da teoria UD;

= economia do Porttinari-base no que se refere
aos verbos auxiliares;

= tratamento especial dado aos verbos de cépula
em UD.

Consideremos as frases (1) a (5) ao final dessa
subsecao. Um exemplo do primeiro cendrio é a
frase (1), na qual “sobre seu trabalho” foi consi-
derado, na camada sintatica, um modificador do
substantivo influéncia (com leitura equivalente a
“influenciar seu trabalho”), mas a estrutura ar-
gumental do verbo ezercer no(s) léxico(s) indica
a existéncia de trés argumentos: alguém (Arg0)
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exerce algo (Argl) sobre algo ou alguém (Arg2).
Dado o compromisso do PBP com o Verbo-Brasil,
a andlise anotada foi a indicada em (b).

As frases 2 e 3 ilustram o segundo cendrio:
a andlise sintatica do Porttinari-base nao per-
mite o cruzamento de arcos sintaticos, que resul-
tariam em relagoes nao-projetivas. Esta opcao
do Porttinari, se por um lado facilita a andlise
sintatica automatica e faz com que modelos trei-
nados no Porttinari-base tenham um desempe-
nho superior aqueles treinados em corpora em
que esta nao é uma restrigdo, por outro, leva a
depreensao de argumentos que nao correspondem
ao que se esperaria da andlise sintatica convenci-
onal. Também em nome do nao cruzamento de
arcos, a segmentacao feita pela andlise sintdtica
pode divergir da estrutura argumental do verbo
indicada no Verbo-Brasil. Na frase 3, conforme
a andlise sintdtica, “Justiga” modifica o substan-
tivo “processo”, ou seja, nao é um argumento
do verbo “entrar”, e “contra Grandes Irmas” é
modificador de “Justica”. No entanto, o frame
de entrar.04 (submeter oficialmente (a¢do, pe-
dido), apelar judicialmente) prevé 4 argumentos:
Arg0 (iniciador de processo); Argl (coisa sub-
metida (entrar com)); Arg2 (drgao que recebe a
submissao); Arg3 (entidade contra a qual Argl é
movido). Assim, se “Justiga” e “Grandes Irmas”
sao argumentos de entrar.(04, deveriam estar vin-
culados ao verbo. Ao evitar o cruzamento de
arcos envolvendo verbos, corremos o risco de co-
dificar sintaticamente leituras com significados
distantes daqueles convencionalizados ou de dei-
xar de lado a estrutura argumental indicada no
léxico, sobre o qual se sustenta o projeto de um
Propbank. No PBP, uma vez que a anotacao de
papéis semanticos leva em conta o significado e
estd comprometida com o Verbo-Brasil, os “arcos
semanticos” se cruzam.

A frase (4) exemplifica o terceiro ponto.
Se verbos de significado lexical esvaziado (auxi-
liares) sao tratados como verbos plenos, levarao
a proposicoes indesejadas, uma vez que a relacao
entre nucleos e seus dependentes acontece de ma-
neira diferente da esperada. Em (4), a opcao (i)
nao é adequada para representar a frase.

A frase (5) exemplifica o ultimo cendrio.
O fato de verbos de copula nao serem conside-
rados verbos plenos em UD, mas auxiliares, sig-
nifica que eles nao atuam como nicleo de de-
pendéncias sintaticas, e a relagao sintatica acon-
tece entre dois nominais. Uma anotacao prop-
bank “ingénua” que decida anotar proposigoes de
verbos de copula seguindo as arvores sintaticas
UD levara a uma representagao como em 5(a), e
nao como em 5(b).

1. Segundo Thaler, Kahneman exerceu grande
influéncia sobre seu trabalho

(a) andlise sintatica: Segundo Thaler, Kah-
neman exerceu [grande influéncia sobre
seu trabalho]

(b) analise PBP: Segundo Thaler, Kahneman
exerceu [grande influéncia] [sobre seu

trabalho]

2. Mentir é algo que ela diz nao ensinar

(a) andlise sintdtica: dizer algo!®

(b) anélise PBP: ensinar algo!®

3. Seus procuradores entraram com processos
na Justica contra cinco Grandes Irmas: British
Petroleum (...)

(a) andlise sintdtica: Seus procuradores en-
traram [com processos na Justica [con-
tra cinco Grandes Irmas|

(b) analise PBP: Seus procuradores entra-
ram [com processos| [na Justica] [contra
cinco Grandes Irmas]

4. O time anda vencendo todos os jogos
(a) anélise sintatica:
i. time [Arg0] anda vencer[Argl]
ii. time [Arg0] vencer jogos [Argl]
(b) andlise PBP: time [Arg0] anda[ArgM-
aspecto] vencer jogos[Argl]
5. Ela disse que o grupo esta pronto
(a) andlise sintdtica: grupo [Arg?]
estd [Arg?]

(b) andlise PBP: grupo [Argl] esta pronto
[Arg2]

pronto

4. Metodologia

Todo o processo de anotacdo dos papéis
semanticos foi feito com base em regras linguis-
ticamente motivadas e de maneira nao linear, se-
guindo o que foi feito por Freitas et al. (2023),
para a anotacao de entidades, e que por sua vez
segue a metodologia de anotacao semantica do
projeto AC/DC (Santos & Mota, 2010). A ideia
geral é aproveitar a anotacdo morfossintatica e
sintatica ja existente no corpus para criar regras
que incluem outros tipos de anotagao. Na criacao
de regras, utilizamos pistas lexicais e sintaticas

15T iteralmente, “dizer que”, que por sua vez tem o subs-
tantivo algo como antecedente.

161 jteralmente, “ensinar que”, que por sua vez tem o
substantivo algo como antecedente.
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derivadas de exemplos das diretivas preparadas
para a anotacao do PropBank.br v2, de exemplos
de frames do Verbo-Brasil e de padroes observa-
dos no proéprio corpus. Assim, humanos com co-
nhecimento linguistico especializado analisam os
dados, criam regras de anotacao a partir deles,
analisam os resultados da aplicacao das regras
(da anotacao) e corrigem eventuais erros (caso a
caso ou criando novas regras).

A anotacado foi feita com a ferramenta ET
(acronimo de Esta¢ao de Trabalho) (de Souza
& Freitas, 2021). Criada originalmente para
permitir a busca, edicao e avaliagdo de arvores
sintaticas no formato conllu, a ferramenta foi
aperfeicoada ao longo do projeto para permitir
a anotacao, partindo do zero, de outros tipos de
informacao linguistica.

A ferramenta traz uma tipica interface de
busca em corpus, com uma sintaxe de procura po-
derosa e visualizacao dos resultados como listas
de distribuicdo ou como linhas de concordancia
— sendo ambas o ponto de partida para a cons-
trucao das regras de anotagao ou de corregao.
A ET permite anotar/corrigir por lote, criando
regras que adicionam ou excluem etiquetas, e per-
mite a edicdo caso a caso. FExiste ainda o re-
curso de “filtro”, que possibilita a selecao de fra-
ses/ocorréncias (caso a caso ou com expressoes
regulares) e seu agrupamento em classes, que po-
derao ser tratadas separadamente, tanto por re-
gras como caso a caso.

A anotacao e revisao humanas com base em
regras permitem avancar de maneira relativa-
mente rapida (se comparada a anotagao/revisao
linear, caso a caso) e consistente: ganha-se em
agilidade sem abrir mao da qualidade, uma vez
que as condigOes sobre as quais as regras se apli-
cam, bem como o resultado da aplicacao, passa-
ram por inspecao humana.

As regras tém diferentes graus de genera-
lizagdo. Algumas, como regras para anotacao
de sujeitos de oracoes passivas, sao de amplo al-
cance e anotam mais de 500 ocorréncias. Por
outro lado, hé regras que se aplicam a menos de
10 casos. Uma vez que o objetivo do projeto era
a construcao de um propbank, e nao a criacao
de um anotador com base em regras, casos com
frequéncia até 4 ou 5 foram, em geral, tratados
individualmente, uma vez que era mais rapido
edita-los caso a caso do que criar uma regra para
cada ocorréncia.

A anotacao dos frames dos verbos néo foi o
foco desta etapa do projeto, e privilegiou, de
forma nao exaustiva, verbos nao monossémicos.
Os monossémicos foram adicionados automatica-
mente, e atualmente 65% das ocorréncias verbais

tém informacao de frame. Verbos ausentes do
Verbo-Brasil, ou sentidos novos de formas ver-
bais existentes, foram listados ao lado de exem-
plos, solucoes provisérias e dividas, e foram enca-
minhadas para a equipe responsavel pelo Verbo-
Brasil. Este procedimento levou & documentagao
de cerca de 350 sentidos de verbos. No entanto,
na busca por verbos similares para criacao dos
novos frames, nossa principal preocupagao esteve
na similaridade semantica, e ndo na verificagao de
contextos sintaticos, e, por isso, salientamos que
sao decisoes provisérias.

A anotagdo dos argumentos foi feita em 3 fa-
ses, detalhadas a seguir:

= anotacao de elementos explicitos;

= anotagao de elementos implicitos (sobretudo
identificacao e classificacao de sujeitos omiti-
dos);

= aplicacao de regras de validagao para busca de
erros formais e inconsisténcias.

4.1. Anotacao de elementos explicitos:
classificacao

A anotagao de elementos explicitos utilizou as se-
guintes estratégias:

1. identificacao de padroes léxico-sintaticas;
2. identificacao de padrdes sintdticos simples;

3. anotacao de argumentos numerados e regras
complexas;

4. acabamentos;

5. validacao inicial;

A anotacdao baseada em padroes léxico-
sintaticos partiu de listas, descricoes e padroes
depreendidos dos exemplos contidos nas diretivas
iniciais de anotacao (Duran, 2014), que detalha
os argumentos modificadores. A partir dos exem-
plos, criamos uma série de expressoes de busca,
que foram posteriormente transformadas em re-
gras de anotacao.

Padroes sintaticos simples sao aqueles que en-
volvem argumentos cuja classificacao é quase in-
tegralmente determinada pela sintaxe, como em
frases na voz passiva, em que o sujeito paciente
tende a ser Argl e o agente da passiva tende a
ser Arg0. No entanto, esta anotacao pode ser
revista (e eventualmente corrigida — como fize-
mos), pois hé casos em que o sujeito paciente nao
serd Argl, mas Arg2.

Em seguida, no terceiro momento, tratamos
argumentos nao cobertos pelas estratégias ante-
riores. De forma mais precisa, nao estamos diante
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de uma estratégia uniforme, mas de abordagens
que recorrem ao Verbo-Brasil para dar conta dos
casos nao tratados nas etapas anteriores. Assim
como nas diretivas, as frases de exemplo indica-
das no léxico permitiram depreender padroes de
anotagao complexos, que poderiam estar associ-
ados a um frame verbal. Por exemplo, o frame
fazer.02 (reproduzido na Figura 4), que traz a
ideia de fazer alguém fazer algo, se manifesta, na
anotagao UD, como uma estrutura que envolve a
relacdo sintdatica xcomp. Analisamos o frame e os
exemplos, “traduzimos” essas informagoes para a
sintaxe UD — e para a sintaxe da ferramenta — e
criamos uma regra de anotagao (Figura 5), que
anota em um tnico lance!”:

= o token zcomp como Arg2 na coluna misc;
= 0 token o0bj como Argl na coluna misc;
= 0 token nsubj como Arg0 na coluna misc;

= o token fazer como fazer.02 na coluna deps.

Além disso, ao longo do projeto, foi cons-
truida uma interface alternativa para o Verbo-
Brasil'®, que permite buscas nio s6 pelos lemas,
mas também pelo contetido dos seus varios cam-
pos do Verbo-Brasil. Por exemplo, podemos bus-
car por verbos que ndo contém Arg0 em sua es-
trutura argumental, o que significa que, nesses
verbos, o sujeito da voz ativa ndo serd Arg0.
No entanto, porque nem todas as formas verbais
ou sentidos de verbos do Porttinari-base existem
no Verbo-Brasil, esta estratégia, embora 1til, tem
alcance limitado.

O Verbo-Brasil também auxiliou a desambi-
guar padroes. Como ja indicamos, argumentos
com uma mesma forma e um mesmo sentido po-
dem receber etiquetas diferentes conforme a es-
trutura argumental do verbo a que estao asso-
ciados. Assim, enunciados com oragoes adverbi-
ais (advcl) introduzidas pela preposicao para e
com verbo no infinitivo costumam indicar finali-
dade ou propésito, e sao anotados como ArgM-
prp (conforme exemplo 1 abaixo). No entanto,
a ideia de proposito, caso seja considerada parte
da estrutura argumental do verbo, como em usar
(no exemplo 2), serd um argumento numerado
(em usar, Arg2 indica “propésito (usar para)”).

1. Os rivais nao entravam
ameagar[ArgM-prp|

na Aarea para

"Este é um exemplo do que chamamos de regras com-
plexas, que envolvem “mudanca’ de galho na &rvore
sintatica.

Bhttps://souelvis.dev/ui-verbobrasil/

2. A ideia é usar a embalagem como diferencial
para se apresentar[Arg2| aos potenciais clien-
tes

3. (...) podem criar novos e mais fortes meca-
nismos para o pais combater[ArgM-prp] a cor-
rupcao

O Porttinari-base tem 456 frases com a es-
trutura “para + infinitivo/advcl” — mais pre-
cisamente, 268 lemas verbais diferentes que ocor-
rem com esse padrao. Embora analisar cada um
dos lemas seja uma alternativa quando se de-
seja um material de alta qualidade, uma consulta
ao Verbo-Brasil otimiza o processo de criacao de
um material padrao-ouro. Pela interface, que ad-
mite expressoes regulares, buscamos frames que
contenham a palavra “finalidade” e variacoes,
como “propésito”, no atributo “Papéis”, e in-
dicamos que este papel deve estar associado a
um argumento numerado. A busca retorna 23
frames /lemas diferentes. Com essa informagao,
fazemos uma busca, na ET, pelo padrao “para
+ infinitivo/advcl”, especificando os lemas dos
verbos. Ou seja, nesses casos teremos argu-
mentos numerados, e em todos os demais ca-
sos (433 lemas verbais diferentes) estaremos di-
ante de um ArgM-prp. Como é possivel no-
tar, este tipo de procedimento faz com que a

anotagao ganhe em qualidade/consisténcia e em
facilidade/velocidade.

No entanto, nem sempre a distin¢ao entre as
classes de argumento é clara, como ilustra a frase
(3), na qual pais pode ser interpretado como be-
neficidrio da criacao (Arg3) ou como finalidade da
criagcdo: “para que o pais combata a corrupc¢ao”.
A leitura codificada foi ArgM-prp, mas nao nos
parece que seja um caso ébvio. Este ponto sera
retomado na secao 6.2

Também experimentamos concatenar verbos e
preposicoes por meio de padroes léxico-sintdticos.
Por exemplo, buscamos argumentos de verbos as-
sociados a elementos obl introduzidos pela pre-
posicao sobre ainda nao anotados, e analisamos a
lista resultante. Neste caso, a busca devolveu 44
lemas diferentes distribuidos em 91 ocorréncias.
A anilise da distribuicdo dos lemas associada a
andalise das linhas de concordancia nos permite
agrupar as ocorréncias por tipo e criar regras
para cada um dos casos:

= verbos em que obl é Argl;
= verbos em obl é Arg2;
= verbos em obl é Arg3;

= verbos em obl é ArgM-loc;

= verbos em obl é outra classe.


https://souelvis.dev/ui-verbobrasil/
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Roleset id: fazer.02 , fazer alguém fazer uma acio, vcls: -, Mapeamento para o inglés:

make.02

Roles:
Arg0: indutor (vnrole: -agent)

Argl: agente e acdo induzida (fazer alguém + infinitivo. fazer com que) (vorole:

-predicate)

Arg2: acio induzida, quando separada de argl

Figura 4: Frame de fazer.02 no Verbo-Brasil

if regex("VERB", token.head_token.upos) and regex("fazer", token.head_token.lemma) and regex("xcomp”, token.deprel):

for _nsubj in sentence.tokens:

if _nsubj.dephead == token.head_token.id and _nsubj.deprel == "nsubj":
for _obj in sentence.tokens:
if _obj.dephead == token.head_token.id and _obj.deprel == "obj":
token.misc = "Arg2"
_nsubj.misc = "Arg@"

_obj.misc = "Argl”

token.head_token.deps = "fazer.82"

Figura 5: Exemplo de regra de anotagdo. A regra sinaliza que SE o nicleo (head) do token em
questao é um verbo, esse mesmo nucleo (head) tem o lemma fazer, e o token em questao é um xcomp
e SE existe um token nsubj dependente deste mesmo head (lema fazer), e SE existe um token obj
dependente deste mesmo head (lema fazer), ENTAO o token em questdo recebers a etiqueta Arg2, o
nsubj receberd Arg0, o obj receberd Argl e o head recebera fazer.02

Esta separacao inicial dos casos é feita utili-
zando o recurso de “filtro” da ferramenta. Deste
modo, podemos anotar cada grupo por lote,
usando regras. No entanto, esta abordagem é
pouco produtiva para preposigoes muito frequen-
tes e com sentido esvaziado, como em ou de.
Por outro lado, esse tipo de exploragdao permite
detectar pistas que podem levar a depreensao de
novos padroes.

Por fim, na fase de acabamentos, buscamos
tokens dependentes de verbo que nao haviam re-
cebido papel semantico. Utilizando novamente
o recurso de filtro, que viabiliza o agrupamento
de frases, classificamos os tokens conforme o tipo
de argumento que deveriam receber. Apds a
distribuicao dos casos nos filtros/grupos adequa-
dos (por exemplo, grupo 1: ArgM-tmp; grupo 2:
ArgM-loc etc), cada grupo é tratado individual-
mente, quer por regras, quer pela edicao direta da
frase. A Figura 6 ilustra a tela da ferramenta com
a utilizagado dos filtros. A figura também mostra
que o verbo (em vermelho) e o argumento alvo
da busca (em azul) sao destacados nas linhas de
concordancia, o que torna a leitura humana mais
agil.

Ao final do processo, na validacao, buscamos
candidatos a erros, como argumentos numera-
dos idénticos (por exemplo, dois Arg0) associa-
dos a um mesmo verbo. Corrigimos todos os ca-
sos, e passamos a fase de anotacao dos elementos
implicitos.

4.2. Anotacao de elementos implicitos:
identificagao e classificagao

A anotacao de elementos implicitos envolve, além
da classificacao dos argumentos, a sua identi-
ficagdo. Assim como na anotagdo de elementos
explicitos, o trabalho também foi feito em etapas,
caracterizadas desta vez nao pelo tipo de aborda-
gem, mas pelos fendomenos linguisticos tratados.
A maior parte da anotacao foi feita com regras
de propagacao de sujeitos associadas a certas es-
truturas sintaticas, sempre seguidas de uma ava-
liacao do resultado das regras para revisar casos
especiais. As regras de propagacao de sujeitos li-
davam com sujeitos em coordenacao, sujeitos de
estruturas que envolvem zcomp, oracoes adjetivas
(acl), e oragoes adverbiais (advcl), tanto reduzi-
das quanto desenvolvidas. Aproveitamos padroes
e regras de deteccao de sujeitos de trabalhos ante-
riores (por exemplo, (Freitas & de Souza, 2024)),
que foram aperfeicoados e se beneficiaram da
qualidade da anotacgdo sintatica subjacente ao
Porttinari-base.

Quanto a identificacao, os casos de sujeito
rcomp sao os mais simples de serem tratados,
uma vez que a natureza da classe zcomp, quando
aplicada a verbos, é justamente indicar que ha
um compartilhamento obrigatério de sujeito com
o verbo do qual o zcomp depende. O desafio é o
mesmo da fase anterior, a classificacdo quanto a
natureza do argumento.
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Filtrar frases selecionadas

Grupo 1: Grupo 2: Grupo 3:
TMP Loc |DIS ADV
Filtrar

OTMP [JLOC [JDIS (JADV EMNR
1/102 - FOLHA_DQCO003208_SENT065

Grupo 4:

Grupo 5:
MNR

Além de conhecer as dependéncias de a fabrica, o visitante pode tomar cinco opgoes de chope , com sugestoes como a rauchbier , a altbier , a helles e a weizen ... quase que direto de o barril .

[ Mostrar anotacdo ][ Editar anotacio ]

CTMP [JLOC [JDIS (JADV [JMNR
2/102 - FOLHA_DOCO004060_SENTO006

Em a véspera, o primeiro-ministro francés Edouard Philippe havia confirmado quatro mortos e 50 feridos .

[ Mostrar anotacdo ][ Editar anotacio |

OTMP [JLOC [ODIS (JADV [OMNR
3/102 - FOLHA_DOC000002_SENTO016

Em o repertorio que trouxe para ca, ela mistura o ritmo com batidas eletrénicas e conta que a atualizacao tinha como intuito atingir novas geragoes e publico de o mercado global .

[ Mostrar anotacdo ][ Editar anotacio |

OTMP OLOC CODIS OADV COMNR
4/102 - FOLHA_DOCO004020_SENT017
Na&o € a primeira vez que o eleitor brasileiro assiste a um confronto entre criador e criatura.

[ Mostrar anotacdo ][ Editar anotacio |

Figura 6: Tela da ferramenta com a utilizacao de filtros

Os casos de coordenacgao foram tratados por
trés tipos de regras, aplicadas nesta ordem:

= atribuicao de Argl aos sujeitos de verbos na
voz passiva, ja tratando as excegoes;

= atribuicdo de Argl aos sujeitos de verbos em
que o sujeito nao é Arg0 (regra que envolve
lemas especificos, como parecer, assemelhar,
custar etc). Nestes casos, cada frase foi lida
e, com a utilizacao do filtros, foram excluidos
0s casos em que a regra de anotacao nao se-
ria aplicada (casos em que o sujeito nao seria
Argl);

19

= atribuicao de Arg0 aos demais casos'”.

Antes da aplicacao das regras, lemos as linhas
de concordancia dos casos que serao modificados.
Na frase (1), por exemplo, embora registrar nao
exija um sujeito do tipo Argl, bebé, apesar de
sujeito, é o que € registrado (Argl).

1. Hoje o bebé nasce e ja registra

Para verbos na forma infinitiva, identifica-
mos argumentos apenas se estes forem recu-
peraveis (caso do exemplo 1 abaixo). Em caso
de duvida ou em caso de argumentos nao recu-
peraveis (exemplo 2), nada foi feito.

19Para uma ideia acerca da generalizacio das regras de
coordenacao de sujeitos, a primeira regra identificou e clas-
sificou cerca de 50 tokens, a segunda regra, 85 tokens e, a
terceira regra, cerca de 650 tokens.

1. O presidente centrista optou por garantir
pela a primeira vez em anos que (...). (O pre-
sidente garantiu)

2. A sua empresa o coloca em hotel em Guaru-
lhos sempre que ele viaja a Sao Paulo, o que
dificulta pedir o Uber (...) (Nao € possivel
determinar com certeza quem pedird o Uber)

Oragoes adverbiais gerundivas, quando equi-
valentes a “o que” (exemplo 1 abaixo), foram
consideradas sem sujeito, e, portanto, nao tive-
ram argumento associado a funcao sujeito. Nes-
ses casos, o entendimento é de um agente oraci-
onal, que nao pode ser localizado em um unico
sintagma/elemento nominal. Como sempre, hd
excecoes, como em “Janot fechou 159 acordos de
colaboragao, deixando para Dodge...” em que
Janot foi anotado como Arg0 de deizar.

1. Isso joga um pouco de dgua na propaganda
petista, mas nao significa que, sob Lula, o pais
nao tenha enriquecido, melhorando também
a situacao dos pobres.

Os sujeitos de oragbes adjetivas (acl) e de
oragoes adverbiais (advcl), ambas reduzidas de
participio, foram de resolucao simples, uma vez
que, na imensa maioria das vezes, se comportam
como sujeitos de oragoes passivas, e recebem, em
geral, a etiqueta Argl. Regras de convergéncia
morfolégica foram especialmente 1teis nesta fase,
pois, mesmo quando a regra nao se aplica, como
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no caso (1), em que temos uma divergéncia mor-
folégica que nao é erro, separar os casos de con-
vergéncia daqueles de divergéncia torna a anélise
das concordancias mais rapida.

1. A valorizacdo do individuo e a convivéncia
exclusiva entre iguais tém acarretado o au-
mento da intolerancia e dos preconceitos, am-
plamente difundidos nas redes sociais.

4.3. Validagao final

Ao final do processo, passamos novamente o ma-
terial por regras de validagao, tendo em vista de-
tectar e corrigir inconsisténcias ou erros formais
de anotacao introduzidas nesta etapa. Ao final
das correcoes, as regras foram reaplicadas para
garantir que nao re-introduzimos erros. Diferen-
temente das regras de anotacao, que em muitos
casos sao aplicaveis apenas ao corpus Porttinari-
base (devido a utilizagao de filtros, por exemplo,
que sao aplicados a frases especificas), as regras
de validacao sao gerais o suficiente para serem
aplicadas a qualquer corpus anotado neste for-
mato. Abaixo listamos algumas delas:

= Encontre um mesmo token que contenha dois
ou mais argumentos diferentes que estejam
associados a um mesmo nucleo (Esta regra
garante que a um mesmo token nao foram
atribuidos dois papéis com relacao ao mesmo
verbo).

— Encontre dois tokens com exatamente a
mesma etiqueta no que se refere a Args nume-
rados (Esta regra garante que um verbo nao
terd dois Argl associados a ele, por exemplo).

= Nenhum token cuja relacao sintatica é root
pode ter papel semantico.

5. Versoes

Em (Freitas & Pardo, 2024), indicamos a pre-
senca de duas versoes, “classica” e “ud”. Eli-
minamos essa divisao, uma vez que a principal
diferenca entre elas dizia respeito ao tratamento
dado aos verbos auxiliares. Com a ciéncia de que
UD ampliou a lista de auxiliares para a lingua
portuguesa, mantemos apenas o que em (Freitas
& Pardo, 2024) chamamos de versao “cléssica”,
isto é, uma versao na qual a anotagao de argu-
mentos segue a noc¢ao inicial de proposicao, in-
dependentemente do que a abordagem sintatica
subjacente considere ”verbo”. Ainda assim, dis-
ponibilizamos duas versoes:

1. Versao completa: contém todas as relagoes en-
tre predicadores verbais e argumentos

2. Versao apenas com relagoes explicitas: contém
apenas as relagoes entre predicadores verbais
e argumentos que estao explicitos na frase.

Essas versoes permitem decompor a anotacao
de papéis seméanticos em duas tarefas — anotacao
de papéis explicitos e anotacao de papéis
implicitos — e permitem investigar se a incor-
poracao de argumentos implicitos dificulta o
aprendizado, apesar de adicionar mais dados.

6. Concordancia interanotadores

Em (Freitas & Pardo, 2024), detalhamos o proce-
dimento de concordancia interanotadores — que
contou com uma unica anotadora e foi feito so-
bre uma amostra do corpus PropBank-Br v2,
uma vez que tanto as diretivas de anotagao e
o Verbo-Brasil foram criados com a utilizagao
desses recursos. A anotacdo original da amos-
tra foi apagada, e as frases receberam uma
nova anotacdo. A concordancia (computada
comparando-se a anotagdo nova com a existente)
foi de 0,90 (kappa). Palmer et al. (2005), consi-
derando o cendrio de avaliagao que leva em conta
argumentos numerados e ArgMs (como fizemos),
relatam uma concordancia de 0,93, e Bonial et al.
(2018) indicam uma média de 0,85, o que eviden-
cia que os valores obtidos na nossa iniciativa estao
condizentes com o que se observa na literatura.

6.1. Analise qualitativa

A anélise qualitativa das discordancias, que apre-
sentamos aqui, foi feita com o Julgamento, am-
biente da ferramenta ET voltado a avaliacao
de anotagoes. Embora o Julgamento tenha
sido criado para facilitar a detecgdo de incon-
sisténcias na anotagao morfossintatica, ao longo
deste projeto a ferramenta foi aperfeicoada para
permitir que outros tipos de anotagdo fossem
comparados/julgados, incluindo o célculo au-
tomatico do Coeficiente Kappa de Cohen entre
duas anotacoes.

A maioria das divergéncias aconteceu entre
ArgM-adv (original) x ArgM-dis (anotagao
nova), ArgM-mnr (original) e ArgM-adv
(anotacdo nova), ArgM-prd (anotacdo nova),
Arg2 (anotagdo nova) e ArgM-ext (anotagao
nova), e entre Arg0, Argl e Arg2 (em ambas as
diregdes). Todas as divergéncias foram analisa-
das individualmente, e percebemos que foram
motivadas ou por falta de atencao de alguma
das partes, ou por discordancias na anotacao de
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classes genéricas que acabam servindo, em certas
circunstancias, como um guarda-chuva (como
ArgM-mnr e ArgM-adv). Estas sao exatamente
as classes mencionadas por Palmer et al. (2005,
p. 87) como sendo classes dificeis de distinguir.

Nesses casos, a discordancia serviu como
alerta para uma tentativa maior de uniformizacao
com relagao ao contetudo das classes, com expli-
citacdo de informacao e acréscimo de exemplos
nas diretivas. As discordéancias referentes aos ar-
gumentos numerados, por sua vez, chamaram a
atencao para um ponto relevante da anotacao,
ilustrado pelo exemplo abaixo de cair no choro,
um caso de expressdo multipalavra.

= Durante 78 minutos, ele caiu varias vezes no
choro.

Este tipo de fenémeno ainda nao passou por
um tratamento sistematico no Verbo-Brasil, e
apenas nas ultimas atualizagoes do PropBank
original tem recebido maior atengdo (Pradhan
et al., 2022). Em nosso caso, a divergéncia de
analises aconteceu porque a anotacao original se-
guiu o frame de cair, que indica o sujeito como
Argl. Ja a anotacao do PBP, por lapso, anotou
o sujeito como Arg0 por analogia a estrutura ar-
gumental do verbo chorar, que tem sujeito Arg0,
interpretando cair no choro como “chorar”, ou

“comegcar a chorar (muito)”.?

Verbos que participam de expressoes multi-
palavra estdo entre os mais frequentes do cor-
pus — por exemplo, ter (posigao 1 no ranque de
frequéncia), fazer (posicao 3), ficar (posigao 7),
ver (posigao 9), dar (posicao 10), levar (posi¢ao
15), tomar (posicao 47), cair (posi¢do 53) — e
respondem por 13% das ocorréncias verbais, con-
siderando apenas os verbos listados.

Apesar de alta, a concordancia medida pelo
indice kappa mascara a variedade de inter-
pretacoes possiveis subjacentes a este tipo de
anotacao. Este mascaramento é consequéncia da
maneira PropBank de anotar, que forga artifici-
almente a escolha de uma interpretacao quando
sinaliza qual decisao tomar em caso de duvida.
Abaixo estdo dois trechos das diretivas originais
que indicam claramente como agir em caso de
hesitacao:

If an argument is both an agent and a
patient, then Arg0 label should be selec-
ted (Bonial et al., 2015, p. 8)

2Embora lapso, a anotacio pela combinagdo “cair no
choro” segue a diretriz de 2015 do Propbank original, que
indica que anotadores devem ser generosos em sua de-
finicao de construgdes verbais leves” (Bonial et al., 2015,
p. 48).

Thus, as a general rule, if the annota-
tor cannot determine whether an argu-
ment is more appropriately purpose or
cause, cause is the default choice. (Bo-
nial et al., 2015, p. 17)

Do mesmo modo, a existéncia de diretrizes ri-
cas em exemplos (quer para argumentos numera-
dos quer para modificadores) garante a uniformi-
dade de analises, que podem ser feitas por analo-
gia. Porém, essa homogeneidade, se por um lado
assegura bons resultados na concordancia intera-
notadores, por outro lado elimina a possibilidade
de leituras alternativas e legitimas.

Ao longo do processo de anotagdo, a per-
cepcao de que um determinado elemento pode-
ria ser interpretado de diferentes maneiras foi a
motivagao para um estudo sobre concordancias e
discordancias na anotacao de papéis semanticos,
que relatamos a seguir.

6.2. Concordancias e discordancias na
anotacao de papéis semanticos

Tradicionalmente, a anotacao de papéis seman-
ticos nao permite anotacao multipla, apostando
que o valor seméantico dos argumentos é central-
mente monossémico e que serao raros os casos de
divida com relacao ao papel semantico que deve
ser atribuido em um dado contexto.

Do mesmo modo, a utilizacao do indice kappa
pressupoe a existéncia de uma Unica alternativa
consensual/correta, e nao lida com alternativas
distintas e nao excludentes. Por outro lado, uma
alta concordancia é sem duvida uma maneira
vélida (mas nao infalivel) de avaliar a confianca
destas interpretacoes. Uma alta concordancia va-
lida uma maneira de analisar e classificar os da-
dos linguisticos, e é indicativa do seu potencial
de reprodutibilidade. No entanto, nao ha ne-
cessidade de restringir essa concordancia a uma
Unica alternativa; podemos concordar, simulta-
neamente, em varias andlises — e reconhecemos
que, nesses casos, sera preciso lidar com dois gar-
galos relacionados: (i) como distinguir anotagoes
divergentes legitimas daquelas que nao encon-
tram lastro no contexto ou que sao resultado de
lapso/falta de atencao, de diretivas mal feitas ou
de esquemas de anotagdo mal desenhados, e (ii)
como calcular a concordancia entre anotadores,
levando em conta (i).

Com o duplo objetivo de verificar se (a) a difi-
culdade de escolha entre duas (ou mais) etiquetas
era idiossincrasia de uma tnica anotadora e se (b)
estas anotagoes eram “confidveis” (refor¢ando o
resultado da medida kappa), fizemos um estudo



18- LinguaMATICA

Claudia Freitas & Thiago Alexandre Salgueiro Pardo

sobre concordancias com algumas frases que sus-
citaram duvidas durante a anotacao do PBP. Uti-
lizando o mesmo conjunto de frases, construimos
dois cenarios de anotagao: cendrio em que ape-
nas uma anotagao é possivel (cendrio PropBank,
com anota¢do monossémica) e cendrio em que
mais de uma alternativa de anotagao é possivel
(anotacao multipla). Nossa hipdtese era de que
a discordancia entre anotacoes seria alta em am-
bos os cendrios e que, especificamente no cenério
com anotacao multipla, a possibilidade de esco-
lher mais de uma andlise seria capaz de atenuar
a (aparente) diversidade de classificagoes, funcio-
nando como alternativa para a obtencao de con-
sensos. Isto é, se dois anotadores estao cientes de
que A e B sao classificagOes possiveis para a frase
1, mas s6 podem escolher uma classe, é possivel
que um escolha A e outro escolha B, e ficamos
com a falsa impressao de discordancia. Por ou-
tro lado, se ambos podem escolher A e B, temos
concordancia.

O estudo verificou a convergéncia/divergéncia
de analises entre os seguintes grupos de etique-
tas do tipo ArgMs: local, tempo, causa, maneira
e finalidade. A escolha por investigar ArgMs foi
metodoldgica: por terem sentido genérico e pode-
rem participar de qualquer frase, ArgMs tornam
o exercicio mais simples de ser feito, e nao preci-
samos de pessoas especializadas na anotacao de
papéis semanticos.

O estudo foi feito utilizando Formularios Goo-
gle, com respostas de multipla escolha. A fim de
manter a atengao e evitar um questionério longo,
as frases foram distribuidas em 2 grupos distin-
tos: um em que estavam em foco apenas as clas-
ses local e tempo (embora todas as alternativas
estivessem disponiveis para escolha), e outro com
todas as classes de interesse. Ambos os grupos
continham 16 frases, algumas delas frases “con-
trole”: frases cuja classificacao nos parecia clara-
mente monossémica. Dessa forma, foram criados
4 formuldrios (forms), com 2 conjuntos de frases:

1. Forms 1 e 2 continham as mesmas frases, na
mesma ordem

form 1: classificagao unica
form 2: classificacao multipla

2. Forms 3 e 4 continham as mesmas frases, na
mesma ordem

form 3: classificacao Unica
form 4: classificagao multipla

As instrucgoes de cada formuldrio estao na Fi-
gura 7, e a Figura 8 mostra a tela do formulario
para uma frase.

Cinco pessoas responderam o forml, oito o
form2, sete o form3 e sete o form4, com al-
guma sobreposicao entre aquelas que responde-
ram os forms 1 e 3 e aquelas que responderam os
forms 2 e 4. Todas as pessoas que participaram
tinham experiéncia na anotacao de corpus, esta-
vam comprometidas com a tarefa, e parte delas
ja tinha sido adjudicadora e/ou coordenadora de
projetos de anotagao.

Os resultados para os formuldrios 1 e 2 estao
na Figura 9, e os resultados para os formulérios 3
e 4 estao na Figura 10 (cada frase é identificada
por “s” seguido de um numero, e as frases usa-
das nos formulérios estdo no apéndice). Cada
grafico apresenta as andlises para uma mesma
frase. Como é possivel observar, a divergéncia
foi alta em ambos os cendrios e para todos os for-
muldrios. Em uma analise global, vemos também
que concordancias integrais (gréficos de apenas
uma cor) divergem entre os tipos de formuldrio
(escolha tunica X multipla), sinalizando que a
possibilidade de selecionar mais de uma andlise
nao necessariamente pulveriza as respostas.

As frases controle dos formulérios 1 e 2 leva-
ram a 100% de concordancia e foram eliminadas
da anadlise, que, como consequéncia, contou com
13 frases. Por outro lado, nos formularios 3 e 4, as
frases controle s6 levaram a concordancias inte-
grais para as classes TEMPO e LOCAL. A frase 2
(“Nds respeitamos a PGR e temos a soberania
de decidir por maioria.”), considerada por nés
monossémica da classe MANEIRA, foi interpre-
tada por uma pessoa, dentre as 14 que respon-
deram os forms 3 e 4 como simultaneamente
MANEIRA & CAUSA. E possivel que a estru-
tura da frase, associada a leitura desatenta, tenha
levado a essa andlise (“decidir por causa da mai-
oria” ou “decidir porque a maioria quis”), mas o
contexto da frase nao legitima essa interpretacao.
Por isso, continuamos a considerar esta frase mo-
nossémica. As demais frases controle que se mos-
traram nao-monossémicas serao analisadas com
as demais frases dos formularios 3 e 4. A seguir,
analisamos mais detalhadamente cada grupo de
formularios.

Formularios 1 e 2: tempo e local em
foco. Analisando os resultados dos forms 1 (res-
posta unica) e 2 (resposta miltipla), cujo foco
estava em LOCAL e TEMPO, vemos que a dis-
cordancia foi alta em ambos os cenarios, como
previsto, mas é dificil comparar os forms 1 e
2 porque, apesar de disporem das mesmas al-
ternativas, respondentes do form1l sé utilizaram
as classes TEMPO e LOCAL. Mesmo assim, no
form2, das unicas 5 frases em que notamos a
existéncia de uma resposta majoritaria (s3, s4,
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Obrigada! O que queremos avaliar aqui é o
seu entendimento dos trechos destacados
em negrito em cada uma das frases,
levando em conta o contexto. Para isso,
apos ler cada frase, escolha UMA e apenas
UMA alternativa que corresponda ao
sentido do trecho em destaque. Os verbos
estdo sublinhados apenas para facilitar a
leitura.

Obrigada! O que queremos avaliar aqui é o
seu entendimento dos trechos destacados
em negrito em cada uma das frases,
levando em conta o contexto. Para isso,
apos ler cada frase, escolha a(s)
alternativa(s) que mais corresponde(m) ao
sentido do trecho em destaque. Se ficar na
divida entre mais de uma resposta, ou se
achar que vérias respostas séo possiveis,
selecione todas as alternativas que
considerar adequadas. Os verbos estdo
sublinhados apenas para facilitar a leitura.

Figura 7: Instrugoes para o cendrio de escolha unica (esquerda) e de escolha multipla (direita)

Relata sua amizade com Janot e afirma que o ex-procurador-geral chamava Dodge de "bruxa”

em conversas reservadas .

TEMPO (ou: de alguma forma, responde a uma pergunta do tipo "Quando...?")

LOCAL (ou: de alguma forma, responde a uma pergunta do tipo "Onde...?")

MODO (ou: de alguma forma, responde a uma pergunta do tipo "De que maneira...?")

FINALIDADE (ou: de alguma forma, responde a uma pergunta do tipo "Para que...?")

Figura 8: Apresentacio das frases e opcoes de resposta no estudo de concordéancias

sb, s6, s15), 4 delas (s3, s4, s5, s6) referem-se
a combinagao TEMPO & LOCAL. Se considera-
mos concordancias parciais todas as classificagoes
que selecionam LOCAL, TEMPO e LOCAL &
TEMPO e julgamos aceitavel uma concordancia
de 75% nas respostas para uma mesma frase, dei-
xamos de ver discordancias no form2 e passamos
a ter concordancias aceitdveis em 84% das fra-
ses (sl, s3, s4, s5, s6, s7, s8, s12, s13, sl4 e
s15). Deste ponto de vista, vemos a classificagao
multipla como o caminho capaz de capturar a
concordancia.

Admitimos que apenas TEMPO e LOCAL sao
respostas vélidas, e o form2 traz classificagoes
nao previstas inicialmente?!. Em sl, por exem-
plo, nao imagindvamos uma classificacio MA-
NEIRA (“Relata sua amizade com Janot e afirma
que o ex-procurador-geral chamava Dodge de
“bruza” em conversas reservadas”). O pri-
meiro impulso foi descartar a andlise, mas cien-
tes de que os participantes eram leitores profi-
cientes, insistimos nessa alternativa até perceber
que “... e afirma que, reservadamente, o ex-
procurador-geral chamava Dodge de “bruza” é
uma parafrase possivel de sl, legitimando a clas-
sificacao MANEIRA.

210 grupo de pessoas que preencheu o form2 trouxe mais
possibilidades de leitura, e esse comportamento nao era
tipico de certos anotadores, mas do grupo.

Fizemos o mesmo com as outras frases e
classificagoes, e raramente descartamos alguma
analise, como serd visto. Com esta ressalva, pas-
samos a ter apenas concordancias no form222.

Formularios 3 e 4: maneira, causa, fina-
lidade (e tempo e local) em foco. Analisando
sl nos forms 3 e 4, vemos que as trés classes
presentes na divergéncia (MANEIRA, CAUSA,
TEMPO) do form3 aparecem de forma individual
e de forma combinada no form4, o que podemos
ler como concordéncia, assim como fizemos na
andlise do form2. Situagado parecida ocorre com
s4, s7, s8; 9, sl1, s13 e s14. Ou seja, desse ou-
tro ponto de vista, considerando ambos os forms
e considerando ainda a presenca de convergéncia

22Duas pessoas que responderam aos forms 1 e 2 ma-
nifestaram seu descontentamento com a auséncia de uma
classe do tipo EVENTO ou SITUACAO, que eliminaria
boa parte das duvidas entre LOCAL e TEMPO. Trans-
crevemos o comentario de uma das participantes apds o
preenchimento do form2: “(...) mas entao [o PropBank]
esquece/nao considera as teorias semdnticas que existem
desde pelo menos os anos 80, como a DRT ou a davidso-
niana. (...) Porque na maior parte das vezes em que pus
TEMPO queria ter posto SITUACAO ou EVENTO. (...)
para mim, Acontecimento nao é TEMPO E/OU LOCAL,
mas sim outra categoria, mais basica.”. Concordamos com
o descontentamento e também lamentamos a inexisténcia
desta alternativa. No entanto, uma das ideias do estudo
era lidar com as classes do PropBank, por mais discutiveis
que possam ser.
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Figura 9: Respostas dos formularios 1 e 2

em s5, passamos a ter quase 70% das frases com
concordancia, em um cenario diferente do que
terfamos com a medida kappa.

E interessante também analisar em mais de-
talhes alguns casos de frases controle. A frase
15, considerada monossémica da classe FINALI-
DADE (“Para se livrar do problema, dobrou

a aposta e injetou mais RS 2 bilhées na JBS”)
foi interpretada como CAUSA por duas pes-
soas no form4, o que reconhecemos ser também
possivel?®. A frase 12, considerada monossémica

2Por exemplo, em Por que dobrou a aposta e inje-
tou. .. ¢ Para se livrar do problema — porque quis se livrar
do problema.
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Form 3
55 56
511 512
= LOCAL W FINALIDADE
o TEMPO m CAUSA
= MANEIRA
Form 4
53 54 55 56
53 59 511 512
W LOCAL u TEMPO & MANEIRA
= TEMPG w TEMPO & LOCAL
MANEIRA & FINALIDADE
= MANREIRA
FINALIDADE & CALSA
= FINALIDADE o TEMIFO & LOCAL &
- CALSA BAANEIRA
B TEMPC & CAUSA
FLOCALE CALISh = TEMPO B MANEIRA &
= TEMPO & LOCAL R CALEA
CALSA w MANEIRA & CALSA

Figura 10: Respostas dos formularios 3 e 4

da classe CAUSA (“Com a lideranca caindo
em seu colo, Lewis Hamilton ditou as agoes da
corrida.”) foi classificada como MANEIRA, FI-
NALIDADE e TEMPO, e consideramos todas as
analises legitimas.

Das 5 frases controle dos formuldrios 3 e 4,
apenas 3 mantiveram esse status (para as clas-

ses TEMPO, LOCAL e MANEIRA). As demais
entraram normalmente nas analises, que entao
contou com 13 frases. O fato de frases conside-
radas monossémicas terem recebido classificacoes
diferentes daquela prevista indica também que a
polissemia é ainda mais frequente do que imagi-
namos e que, mesmo cientes de que pode haver
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mais de uma leitura, nem sempre somos capazes
de perceber todas as alternativas disponiveis.

Confianga na anotagao. Nosso segundo ob-
jetivo com o estudo era verificar a confianca na
anotagao de papéis semanticos no Porttinari-base
Propbank. Para tanto, comparamos as anotagoes
codificadas no corpus com as analises dos forms
1 e 3 (escolha tnica) a fim de verificar se houve
(i) ampliagao ou construgao de discordancia onde
nao havia ou (ii) refor¢co de uma concordancia ja
existente, quando a analise corroborava a decisao
da maioria.

Os resultados estdao na Tabela 2, e ve-
mos tendéncias opostas conforme as classes em
andlise. No forml, com foco em LOCAL e
TEMPO, em 61% dos casos a anotagao indicada
no corpus seguiu a classificacao da minoria, o que
resultou na acentuacgao de discordancias e no de-
saparecimento de concordancias. Ja no form 3,
os casos de ampliagao ou criacao de discordancia
foram minoria (35%), e a maioria das anélises
reforcou um consenso ja existente. No entanto,
em s5, s6 e 89, a classe/interpretagao codificada
no corpus foi tnica, isto é, tivemos um leitura
completamente destoante das demais.

Em s6 (“Em alguns roteiros, como na Crodcia,
¢ preciso pagar na maioria dos trajetos.”), a
anotacao codificada no corpus é a tunica que in-
dica. TEMPO. A justificativa estd na possibili-
dade de “na maioria dos trajetos” poder ser en-
tendida como “sempre” ou “na maioria das ve-
zes”, e nesse caso a anotagao seria TEMPO, con-
forme as diretivas de Duran (2014).

Em s9 (“Em homenagem a Che Gue-
vara, Cuba reage as declaragoes de Trump.”), a
anotacao do corpus é a tUnica que indica MA-
NEIRA. Curiosamente, exceto por MANEIRA,
todas as demais classes estao presentes em pelo
menos 1 resposta nesta frase. Nossa justificativa
para a MANEIRA estd na leitura “Como/de que
maneira Cuba reagiv? Homenageando Che Gue-
vara” .

Por fim, o caso de s5 (“Quem ¢é que sai
para trabalhar pensando em tomar um soco
na cara?”) é digno de nota porque, além de a
anotacao do corpus ter sido a tUnica a indicar
LOCAL, tanto form3 quanto form4 apresentam
uma rara situacao de concordancia quase total
ou total entre eles, escolhendo FINALIDADE.
De fato, esta foi uma frase que despertou idas
e vindas no processo de anotagao, com muita di-
ficuldade entre FINALIDADE e LOCAL. Curio-
samente, esta foi a inica frase em que o trecho em
destaque nao era um ArgM, mas um argumento
numerado, seguindo o frame do verbo sair — um
Arg3 com o valor de “lugar ou situacdo de destino

(sair para)”, conforme o Verbo-Brasil (Duran &
Aluisio, 2015). No entanto, e para simplificar o
estudo das concordancias, “lugar ou situacao de
destino” foi traduzido como LOCAL. Assim, po-
demos interpretar “para trabalhar” como a fina-
lidade de sair de casa, mas também como “si-
tuacao de destino”: “Saiu pra onde? Para tra-
balhar ou “Saiu para o trabalho”. KEscolhemos
LOCAL-Arg3 e reconhecemos que a motivagao
para a saida (FINALIDADE) também estd pre-
sente. A luz das analises empreendidas, contudo,
pensamos que nossa traducao de Arg3 foi equivo-
cada, pois talvez Arg3, ao significar “lugar ou si-
tuacao de destino”, fosse melhor traduzida como
LOCAL & FINALIDADE.

Estes trés casos trazem desafios para a ideia
de que a alternativa menos frequente tende a si-
nalizar erro de andlise e, consequentemente, de-
safios para pensar a avaliacdo da concordancia
neste tipo de abordagem. O ultimo passo da
analise esta relacionado a este aspecto: a dis-
tin¢ao entre andlises divergentes legitimas, como
os casos apontados, daquelas nao licenciadas pelo
contexto. A leitura de todas as respostas identifi-
cou 10 anélises, dentre as 432 repostas fornecidas,
dificeis de serem legitimadas, o que corresponde a
2,3% das anélises. As frases e andlises envolvidas
nestes casos estao abaixo:

= Form2-s9: “E uma grande honra receber uma
proposta de um grande clube como esse , mas
também é uma grande honra estar aqui no Li-
verpool, um grande clube, falou em entre-
vista & ESPN” — dificil justificar as leituras
com MANEIRA (2 casos) e FINALIDADE (1);

= Form3-s7: “No momento em que a nova mo-
eda for criada, se os precos forem convertidos
no pico, nao serd necessario um aperto mo-
netdrio, uma recessao temporaria?”’ — dificil
justificar a leitura com MANEIRA (3);

= Form3-s8: “Ou seja: o Emmy de 2017
foi politizado do comego ao fim.” — dificil
justificar a leitura com LOCAL (2);

= Form3-s13: “A equipe gaticha perdeu a opor-
tunidade de manter a distancia para o lider ao
ser derrotada pela Chapecoense por 1 a
0, em casa.” — dificil justificar a leitura com
FINALIDADE (1);

= Form4-s2: “N6s respeitamos a PGR e temos a
soberania de decidir por maioria.” — dificil
justificar a leitura com CAUSA (1), ainda que
tenha sido associada & MANEIRA.
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Efeito

Form 1

Form 3

Ampliagdo ou construgao de discordancia

sl s3 s4 s6 s7 s10 s12 s13

sH s6 s9, sl11, s14

Reforco de consenso

sH s8 89 s14 s15

sl s2 s3 s4 s7 s8 s12 s13
s15

Tabela 2: Anélises das anotacoes do corpus em comparacao com outras anotacoes

A dificuldade de diferenciar interpretacoes
legitimas e ilegitimas aumenta quando vemos que
a frequéncia das andlises nao é pista confidvel,
ja que interpretacoes Unicas nao necessariamente
sao ilegitimas e interpretacoes ilegitimas nao ne-
cessariamente aparecem uma vez s6. Por ou-
tro lado, o baixo indice de andlises ilegitimas
(2,3%) sinaliza que talvez o mais acertado seja
confiar nas interpretacées humanas, desde que
sejam feitas por profissionais qualificados, com
excelente capacidade de interpretacao de texto
(caracteristica que nao é exclusiva de linguis-
tas), e, se for o caso, conhecimento do dominio.
Do mesmo modo, os resultados nos levam a re-
pensar o papel da adjudicacao quanto ao seu
cardter unificador de andlises (Basile et al., 2021),
bem como o papel das instrugoes de anotacao.
Nos habituamos a ideia de uma documentacao
detalhada como forma de garantir consisténcia.
No entanto, esta indicagao detalhada de como
proceder nos “casos dificeis ou ambiguos”, isto é,
aqueles nao prototipicos, pode ser uma armadi-
lha. Ao garantir artificialmente a igualdade de
analises, isto é, ao determinar como algo deve
ser interpretado, podemos deixar de fora leitu-
ras legitimas, que talvez apenas acidentalmente
nao tenham sido percebidas por quem escreve as
instrugoes de anotagdo. Por isso, talvez caiba
uma distin¢ao sutil entre diretrizes de anotacao
e manuais de anotacdo. Entendemos que uma
diretriz aponta caminhos; um manual pode ter
carater mais deterministico — e, normalmente,
deterministico com relacao a unicidade na inter-
pretacdo (e uma documentag¢dao detalha o que ja
foi feito, e como foi feito). Neste contexto, o de-
safio estd em produzir diretivas claras o suficiente
para apresentar o que significa escolher cada uma
das classes de anotacao sem eliminar o carater in-
terpretativo inerente a anotagao.

Tomando um outro ponto de vista, vemos
as analises das figuras nao como discordancias
quanto ao significado da frase, mas como a pre-
senca de significados distribuidos. Por fim, o
Porttinari-base é um corpus de frases, e portanto
nao dispomos dos contextos, que poderiam dire-
cionar a interpretacao e minimizar a pluralidade
de leituras em alguns casos.

7. Resultados e andlises da anotacgao de
papéis semanticos

A Tabela 3 apresenta a distribui¢ao dos argumen-
tos no corpus, e a Figura 11 traz os mesmos dados
de maneira mais detalhada, comparando versao
completa e a versao que apenas contém argumen-
tos de elementos explicitos. Ja a Figura 12 traz a
distribuigao dos argumentos por fungao sintatica,
considerando a versao completa.

PBP
Arg0 8.783 (19,2%)
Argl 16.322 (35,6%)
Arg2 6.276 (13,7%)
Arg3 370 (0,8%)
Argd 205 (0,4%)
Tmp 2.768 (6,0%)
Loc 1.465 (3,2%)
Mnr 1.428 (3,1%)
Adv 1.250 (2,7%)
ArgMs restantes  6.946 (15,0%)
Total 45.813

Tabela 3: Distribuicao dos argumentos no PBP,
considerando a versao completa

A partir da analise das Figuras 11 e 12, des-
tacamos dois pontos: (i) a distribuigao desigual
de argumentos e (ii) a forte correlagao entre cer-
tos argumentos e fungoes sintaticas. Quanto ao
primeiro ponto, o desequilibrio ocorre tanto do
ponto de vista dos argumentos numerados (a
frequéncia de Arg3 e Argd é bastante baixa
quando comparada aos demais argumentos nu-
merados), quanto dos argumentos modificado-
res, nos quais TEMPO, LOCAL ¢ MANEIRA
(além de ArgM-Adv, que tem funcao genérica, e
Neg, usado para advérbios negativos) se desta-
cam, mas mesmo assim tém uma frequéncia baixa
quando comparados a Argl e Arg0.

Diferentemente do Propbank.br v2, o Portti-
nari-base foi pensado originalmente como con-
junto de dados para treino de informagao
sintatica, e nao de papéis semanticos. Uma das
consequéncias dessa escolha é que, do ponto de
vista da anotacao de papéis, certas construgoes
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Figura 11: Distribuicao detalhada dos argumentos, considerando ambas as versoes
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Figura 12: Distribuigao de argumentos por funcao sintética (versao completa)

aparecem com frequéncia muito baixa. Uma es-
tratégia para mitigar esta escassez é a utilizagao
de dados/frases artificialmente criadas. Investi-
gamos de maneira preliminar esta possibilidade
em um grande modelo de lingua, pedindo por
meio de diferentes prompts a criacao de frases
com determinadas estruturas linguisticas — por
exemplo, de frases com oragoes consecutivas, que
levariam a inclusao de mais proposicoes com a
relacdo ArgM-conseq. Os resultados parecem

promissores??, desde que as frases criadas passem

pela revisao humana?®.

240 estudo foi apenas uma exploracio inicial, nio tendo
sido possivel analisar e quantificar os resultados.

25 Apesar da revisdo humana demandar algum trabalho,
é mais répido ler e eventualmente corrigir frases (quanto &
naturalidade e coeréncia, e ndo quanto a corregao gramati-
cal, j& que as frases geradas nao apresentaram erros dessa
natureza), do que encontrd-las em corpora reais, porque
sdo frases em geral pouco frequentes.
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Quanto ao segundo ponto, a associacao mais
frequente é entre obj e Argl, com 92,03%, seguida
da associacao entre nsubj e Arg0, com 63,49%.
Ispirados pelos dados de Palmer et al. (2005) para
os elementos PP-in e PP-at (do inglés, Prepositi-
onal Phrase — sintagmas preposicionados), tra-
zemos nas Tabelas 4, 5 e 6 a distribuicao de argu-
mentos pelas preposicoes em, a e de, mas o que
vemos sao tendéncias pouco marcadas. Para a
preposicao em, a distribuicdo entre ArgM-loc
(36%) e ArgM-tmp (30%) é préxima, o que se ali-
nha aos resultados do estudo das concordancias,
no que se refere as leituras de LOCAL e TEMPO.

Argumento (“em”) Total %
Loc 1.108 36,28%
Tmp 990  30,75%
Arg2 440 13,66%
Argl 222 6,39%
Mnr 152 4,72%
Dis 44 1,36%
Adv 37 1,14%
Arg3 30 0,93%
Prp 17 0,52%
Ext 16 0,49%
Cau 13 0,40%
Arg0 13 0,40%
Src 11 0,34%
Argd 10 031%
Prd 8 0,24%

Tabela 4: Distribuicao dos argumentos introdu-
zidos pela preposicao “em”

Argumento (“a”) Total %
Arg2 443 46,83%
Argl 145 15,33%
Tmp 107 11,31%
Argd 80  8,46%
Mnr 47 497%
Arg3 23 2,43%
Loc 23 2,43%
Adv 17 1,80%
Cau 13 0,40%
Ext 6 0,63%
Dis 5  0,53%
Cau 3 0,32%
Arg0 2 0,21%

Tabela 5: Distribuicao dos argumentos introdu-
zidos pela preposicao “a”

Argumento (“de”) Total %
Arg2 363 40,11%
Argl 230 25,41%
Mnr 103 11,38%
Arg3 64 7.07%
Tmp 33 3,66%
Src 27 2,98%
Advy 13 1.44%
Loc 10 1,10%
Dis 9 0,99%
Prd 7 0,77%
Arg4 5  0,55%
Ext 4 044%
Arg 3 0,33%

Tabela 6: Distribuicao dos argumentos introdu-
zidos pela preposicao “de”

Apesar da regularidade entre Arg0 e Argl e
funcoes sintaticas de sujeito e objeto (e também
predicativo do sujeito, para os verbos ser e
estar), os demais argumentos numerados, com
baixa frequéncia e sem correlagoes sintaticas
explicitas, sao de dificil generalizacao. Estas ob-
servacoes convergem com resultados para o inglés
relacionados a generalizagao da anotacao Prop-
Bank. Os trabalhos de Bonial et al. (2018), Merlo
& Van Der Plas (2009) e Yi et al. (2007) indicam
que, embora a anotacdo automdtica tenha um
bom desempenho em Arg0 e Agl, o desempe-
nho nos argumentos numerados 2 a 62 é fraco.
Se estamos diante de um sistema que leva em
conta informacao sintatica, o bom desempenho
em certas classes pode ser facilmente explicado.
Como indicam Merlo & Van Der Plas (2009), um
sistema de anotacao PropBank ingénuo, que sim-
plesmente atribuisse o rétulo mais frequente, es-
taria correto 52% das vezes atribuindo sempre
um rétulo Argl (para o corpus do inglés).

Considerando os dados do PBP, um sistema
de anotagao ingénuo baseado em regras teria uma
boa taxa de acerto se atribuisse Arg0 ao sujeito
e Argl ao objeto, considerando que Arg0 e Argl
respondem por 54,8% dos argumentos. Este de-
sempenho poderia ser melhorado com a inclusao
de um léxico enxuto, com a indicacao de ver-
bos cujo sujeito serda sempre Argl. Acrescen-
tando a andlise os dados das Tabelas 4, 5 e 6
no que se refere & anotagao de ArgMs (que res-
pondem por 30,2% dos argumentos no PBP), e
alguma correlacao entre certos verbos e argumen-
tos numerados de baixa frequéncia (Arg2, Arg3

26 Argumento atribuido aos substantivos, recentemente
acrescentado ao projeto original.
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e Arg4 respondem por 14,9% dos argumentos no
PBP) um sistema baseado em regras e léxico é
uma estratégia a ser levada em conta. Valores
estado-da-arte para a anotacao PropBank, con-
forme Wang et al. (2022), ficam entre 85% e 90%
de F1 (ntimeros globais, e nao temos acesso ao de-
sempenho por classe). Em (Palmer et al., 2005),
um sistema baseline, baseado em regras, conse-
gue 83% de acertos — apenas 2% abaixo de valo-
res estado-da-arte, considerando os cenarios mais
dificeis —, o que da forca ao argumento de que
as generalizagoes facilitadas pela anotacao estilo
PropBank decorrem da sua forte correlagao com
a sintaxe.

Do ponto de vista da generalizacao e aprendi-
zado de maquina, os argumentos numerados de
baixa frequéncia, com sua semantica difusa e a
pouca frequéncia, criam esparsidade e dificultam
o aprendizado a partir de exemplos (Merlo & Van
Der Plas, 2009). Ampliando a anélise para incluir
também argumentos modificadores, e trazendo os
dados do PBP para ilustrar esta semantica pouco
definida, observamos que a ideia de LOCAL se
manifesta ora como Arg 1 (por exemplo, em com-
parecer), ora como Arg2 (em plantar, instalar e
acessar), ora como Arg3 (em apontar), e na mai-
oria das vezes como ArgM-loc. CAUSA pode
ser Arg2 (em culpar, elogiar e cansar) e Argh
(em ampliar-se), além de ArgM-cau. MANEIRA
pode ser Argl (em andar), Arg2 (em diminuir,
tratar, atrapalhar e ampliar) e ArgM-mnr. Nos
dados de Yi et al. (2007), a ideia de location?",
por exemplo, aparece na totalidade de Argh, mas
também como Argd (em 5,6% dos Argd), Arg3
(em 2% dos Arg3), Arg2 (6,5% dos Arg2) e, de
forma marginal (menos de 1%) em Argl e Arg0.
Porém, os dados de Yi et al. (2007) e Merlo &
Van Der Plas (2009), assim como os nossos, levam
em conta informagoes do 1éxico antes do processo
de revisao, que levou a uma maior uniformizagao
das classes (Bonial et al., 2018; Pradhan et al.,
2022)%.

Esta andlise enseja alguns questionamentos.
Quais as diferencas qualitativas entre os resul-
tados de um sistema baseado em regras e um que
leva em conta semantica distribuida? Podemos
prever desempenhos diferentes conforme a natu-
reza das classes e arquitetura dos sistemas, com
argumentos numerados melhor classificados por
um sistema baseado em regras, e argumentos mo-
dificadores melhor classificados por modelos que
levam em conta semantica distribuida?

2"Derivada de um alinhamento com as classes da Verb-
Net, e portanto restrita aos argumentos numerados.

Z8Porém, nos exemplos utilizados ao longo do artigo,
sempre consultamos os frames atualizados da lingua in-
glesa.

8. Papéis semanticos e o papel da
sintaxe

A apresentacao dos papéis semanticos — ele-
mentos da interface sintaxe/semantica — su-
gere o alinhamento entre esses dois niveis de
andlise linguistica, o que nem sempre acontece.
Por isso, se sintaticamente pode ser necessario co-
locar em grupos diferentes os pares alertar e avi-
sar, ou causar e provocar, para as representagoes
semanticas criadas para o PLN pode ser impor-
tante que os elementos de cada par tenham repre-
sentagoes parecidas no que se refere a atribuicao
de argumentos — do mesmo modo que se espera
que frases na voz passiva e na voz ativa tenham
uma mesma representacao.

Se, concordando com Saussure, admitimos que
“o ponto de vista cria o objeto”, devemos ter al-
guma cautela tanto com relacao a naturalidade
de classes de argumentos?”, quanto com a con-
vergéncia (aparentemente também tida como na-
tural) entre os interesses do PLN e de teorias
linguisticas. No caso dos papéis semanticos —
ou de encontrar quem faz o que etc —, estamos
diante de pontos de vista diferentes para aspec-
tos da lingua que sem duvida se cruzam e se so-
brepéem — e que se informam mutuamente —
mas que nao sao exatamente os mesmos, porque
recortados de pontos de vista diferentes.

Ao surgir, o PropBank colocou lado a lado
interesses de teorias linguisticas — e especifica-
mente interesses mais voltados para a sintaxe —, e
interesses aplicados do PLN. Ainda que tenham
perdido espaco, esses objetivos iniciais, vincula-
dos ao ponto de vista de teorias linguisticas, dei-
xam vestigios no desenho do recurso.

Na criagao de representacoes semanticas pro-
posta pelo PropBank, a sintaxe tem um duplo pa-
pel de destaque: distinguindo argumentos nume-
rados e nao numerados, independentemente do
papel seméntico que exercam na frase; e agru-
pando verbos em classes conforme seu compor-
tamento sintatico, em primeiro lugar, e apenas
secundariamente conforme aspectos seméanticos.
Esta anterioridade da sintaxe sobre a semantica
pode ser uma pista para explicar a “semantica di-
fusa” e a dificuldade de generalizacao deste tipo
de anotacao quando se trata de argumentos que
nao tém correlacdo com uma posicao sintatica
(todos aqueles que nao sao Arg0 e Argl).

298egundo Levin & Rappaport Hovav (2005), o compro-
misso dos papéis semanticos é com classes de argumentos
“naturais”: “Fach semantic role defines a natural class of
arguments, with members of this natural class usually ha-
ving a common semantic relation to their verbs and shared
options for their morphosyntactic expression.” (Levin &
Rappaport Hovav, 2005, p. 36)
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Por outro lado, a critica que fazemos ao pa-
pel da sintaxe na construcao de representacoes
semanticas nao nos leva a defender a eliminagao
da sintaxe da anotacao de papéis semanticos
(ou de demais tarefas do PLN). Pelo contrario,
trata-se de redimensionar o seu lugar no fluxo
linguistico do PLN. A sintaxe pode nao ser uma
etapa necessaria ou inicial no desenvolvimento
de sistemas de PLN em geral, ou de papéis
semanticos, em particular, mas certamente é uma
maneira de organizar os dados linguisticos fun-
damental para seres humanos criarem conjuntos
de dados padrao-ouro com qualidade e agilidade.
Classificagoes sintéticas do tipo “sujeito” e “ob-
jeto”, como qualquer outra classificacao®?, cons-
troem igualdades que permitem generalizagoes,
e por isso facilitam enormemente a tarefa de
criacao de datasets linguisticos, como mostram
as regras de anotacao utilizadas na preparacao
do Porttinari-base PropBank.

Por outro lado ainda, e retomando o interesse
do PLN na construcao de representacoes de pa-
pel semantico, podemos refletir sobre o objetivo
do PropBank de servir como material de treino
para o aprendizado de maquina. Apesar da am-
pla disseminacao de modelos estatisticos/neurais,
uma representacao ao estilo PropBank nao perde
sua validade se tomada do ponto de vista de re-
gras e analisadores simbdlicos. Se, por um lado,
a dificuldade de generalizacao para certas classes
de argumentos parece incontornavel, por outro,
o tipo de representacao semantica proposto, da
maneira como foi formulado, continua sendo ttil
ao PLN e, conforme sugerido por alguns estu-
dos e corroborado pelos resultados que apresen-
tamos, talvez possa ser resolvido com regras e um
léxico robusto — que ganha ainda mais robustez
quando capaz de aproveitar insights derivados do
uso, isto é, da anotagdo do corpus, como dados
de frequéncia, que podem ser utilizados para in-
formar analisadores baseados em regras.

9. Consideracoes finais

Neste artigo, apresentamos a anotagao de papéis
semanticos ao estilo PropBank incluida no corpus
Porttinari-base, que deu origem ao Porttinari-
base PropBank (PBP). Como indicam Pardo
et al. (2021), mais do que um acrénimo, Portti-
nari é uma iniciativa que nos lembra dos imensos
desafios e contribuicoes envolvidos na construcao
deste tipo de recurso, e o PBP acrescenta mais
alguns elementos a este rico painel.

30Para abordagens de viés universalista, no entanto,
trata-se de classes especiais, “naturais” e “universais”.

No que se refere a pratica da concordancia,
mostramos que, apesar de ter sido feito por
uma Unica pessoa, temos andlises consistentes.
Porém, a concordancia na anotacao de propbanks
pode dizer pouco. Na concordancia entre anota-
dores, algo que naturalizamos é o fato de a con-
cordancia ser calculada sobre um fendmeno: con-
cordamos na unicidade. A partir dos resultados
de nosso estudo sobre a concordancia, defende-
mos que (i) é possivel concordar sobre diferen-
tes coisas ao mesmo tempo e (ii) divergéncias de
analise podem nao ser indicativas de erros. A alta
divergéncia nas respostas aliada a experiéncia
da maioria dos anotadores traz questionamen-
tos também para a pratica de adjudicagdo, que
prevé uma solugao tinica e correta para instancias
de anotacao, e destaca a necessidade de se levar
em conta de maneira mais enfatica, ao menos no
que se refere a anotagdo de papéis semanticos,
a possibilidade de divergéncias legitimas de in-
terpretagao e de anotacao (ver também (Basile
et al., 2021)).

Como mais um elemento do Porttinari, o PBP
se articula com as demais dimensoes do projeto.
A criacao de uma nova interface de acesso ao
Verbo-Brasil, que agora permite buscas comple-
xas sobre o seu rico repositério lexical, contri-
buird na fase de atualizagao do recurso. A criagao
de uma camada dedicada as Enhanced Dependen-
cies (de Souza et al., 2024), por sua vez, per-
mitird a inferéncia complementar de relaciona-
mentos semanticos, com possibilidades de mape-
amentos para os papéis semanticos aqui inves-
tigados. Além disso, os papéis semanticos e o
Verbo-Brasil devem ser a base para a anotacao
de mais dados segundo o modelo Abstract Me-
aning Representation (Banarescu et al., 2013),
que tem iniciativas relacionadas para o portugués
(por exemplo, o trabalho de Indcio et al. (2023)).
A identificacao e tipificacdo de entidades nome-
adas (Zerbinati et al., 2024) também devem de-
monstrar alguma correspondéncia com os papéis
semanticos especificos dos verbos. A construcao
de um NomBank (da Silva Barbosa, 2024) ¢ dire-
tamente complementar ao esforco feito aqui, fo-
cando no papel predicativo dos nomes. Todas es-
sas iniciativas “seméanticas” integram, direta ou
indiretamente, o projeto maior ao qual o Portti-
nari se vincula.

Por fim, todos os recursos desenvolvidos ao
longo do projeto e mencionados ao longo do ar-
tigo estao disponiveis na pagina do projeto®! com
lincenca Creative Commons CC-BY.

3lhttps://sites.google.com/icmc.usp.br/poetisa/
porttinari-base-propbank


https://sites.google.com/icmc.usp.br/poetisa/porttinari-base-propbank
https://sites.google.com/icmc.usp.br/poetisa/porttinari-base-propbank
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A. Apéndice: frases utilizadas no
estudo de concordancias

A.1. Frases dos formularios 1 e 2

s.1 Relata sua amizade com Janot e afirma que
o ex-procurador-geral chamava Dodge de
“bruxa” em conversas reservadas

s.2 A proposta foi aprovada em 2011, mas até
hoje nao decolou. (MONOSSEMICA)

s.3 A tese é de que os insatisfeitos migram para
os partidos populistas, como a Frente Naci-
onal, que teve 34 % dos votos nas eleigoes
presidenciais francesas.

s.4 Nesse encontro , encerra-se oficialmente o
mandato do senador Aécio Neves

s.5 Os cartolas locais foram ajudados pela
vitoria nas duas 1ltimas edigoes da
Copa América.

s.6 Em encontro, Bono pergunta a Macri sobre
argentino desaparecido

s.7 Nao consigo deixar de amar essa magnifica
e adordvel figura paterna, mas estd pu-
xadissimo ter prazer em qualquer con-
versa

s.8 Nesses encontros, o governador adota tom
critico a gestao de Temer em assuntos como
privatizacoes, reformas econOmicas e segu-
ranca.

s.9 E uma grande honra receber uma proposta
de um grande clube como esse , mas também
¢ uma grande honra estar aqui no Liverpool,

um grande clube, falou em entrevista a
ESPN
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s.10 Livres que somos, nés estamos dispostos a
defender nossa soberania e nossa democracia
em qualquer cenario e modalidade

s.11 Ele disse que eu agora vivo de pijamas em
casa. (MONOSSEMICA)

s.12 Em alguns casos, manteve-se o carater vi-
talicio do poder. anotacao PBP

s.13 Hernanes foi o primeiro jogador do Sao
Paulo a falar na discutida reuniao com
as torcidas uniformizadas da ultima
quarta-feira.

s.14 O sistema serve , por exemplo , para a em-
presa analisar em quais situagoes o pro-
duto é fotografado e usar esse tipo de in-
formagao para referenciar campanhas futu-
ras.

s.15 No final da reuniao, surpreendente-
mente, o Anselmo passa a adotar um com-
portamento mais duro, pressionando para
delagao.

s.16 Sai derrotada pouco depois das 14h. (MO-
NOSSEMICA)

A.2. Frases dos formularios 3 e 4

s.1 Com o quarto mandato, ela deve chegar
aos 16 anos de poder. anotacao

s.2 Nos respeitamos a PGR e temos a so-
berania de decidir por maioria. (MO-

NONSSEMICO)

s.3 Na falta de noticias, o pessoal acaba
focando também em eleicoe

s.4 Em um cenario extremo, os bancos cen-
trais temem que poderiam até perder o con-
trole da base monetaria

s.5 Quem é que sai para trabalhar pensando
em tomar um soco na cara ?

s.6 Em alguns roteiros, como na Croécia, é pre-
ciso pagar na maioria dos trajetos.

s.7 No momento em que a nova moeda for criada,
se os precos forem convertidos no pico, nao
serd necessario um aperto monetario, uma
recessao temporaria?

s.8 Ou seja: o Emmy de 2017 foi politizado do
comego ao fim.

s.9 Em homenagem a Che Guevara, Cuba
reage as declaracoes de Trump.

s.10 Eles escreveram na casa a frase “SP nao
estd a venda” (MONOSSEMICO)

s.11 Com mais capital privado, a Sabesp
podera conquistar mercados hoje explorados
pelas empresas privadas

s.12 Com a lideranga caindo em seu colo,
Lewis Hamilton ditou as acoes da corrida.

s.13 A equipe gatcha perdeu a oportunidade de
manter a distancia para o lider ao ser der-
rotada pela Chapecoense por 1 a 0, em
casa.

s.14 Como avancar solugoes de amplo espectro
nesse cenario, com nosso sistema politico-
eleitoral?

s.15 Para se livrar do problema, dobrou a
aposta e injetou mais R$ 2 bilhoes na JBS

s.16 Naquele ano, o tucano tinha 30 % de
aprovacao (MONOSSEMICO)




