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Resumo

A avaliación automática da lecturabilidade textual
constitúe un campo en expansión no ámbito do proce-
samento das linguas naturais, cun impacto relevante
en áreas como o ensino e a aprendizaxe de linguas e
a accesibilidade. Neste contexto, este artigo presenta
Corlega, o primeiro corpus de textos en galego cla-
sificados por niveis de lecturabilidade, composto por
480 documentos dirixidos a persoas adultas. O corpus
abrangue 11 categoŕıas e 36 subcategoŕıas con dife-
rentes xéneros textuais, subxéneros e tipos de textos.
O proceso de selección e compilación de documentos,
aśı como de clasificación, segue os estándares do pro-
xecto iRead4Skills, que desenvolve recursos e mode-
los computacionais para o portugués, o español e o
francés. Para compilar Corlega, este traballo define
seis niveis de lecturabilidade en galego, para os que
propón un conxunto de descritores lingǘısticos. Con
base nesta taxonomı́a, describimos o proceso de com-
pilación do corpus e a súa distribución actual —en
catro dos seis niveis de lecturabilidade—, aśı como as
principais caracteŕısticas deste novo recurso. Adicio-
nalmente, empregamos o corpus para adestrar e ava-
liar ferramentas de clasificación automática da lectu-
rabilidade, mediante o axuste de modelos Transfor-
mers monolingües e multilingües e a implementación
de modelos h́ıbridos. Os resultados suxiren que, con
corpus de adestramento de tamaño reducido, a ex-
tracción de caracteŕısticas de modelos preadestrados
permite obter resultados competitivos co axuste su-
pervisado dos modelos. Con todo, a combinación de
corpus de diferentes linguas permite axustar modelos
multilingües con mellor desempeño. Tanto o corpus
como os modelos están dispoñibles para a comunida-
de cient́ıfica.
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Abstract

The automatic readability assessment of texts is
a growing field within Natural Language Processing,
with significant implications in areas such as language
teaching and learning and accessibility. In this con-
text, this paper presents Corlega, the first corpus of
Galician texts classified by readability level, consisting
of 480 texts aimed at adult readers. The corpus covers
11 categories and 36 subcategories, including a variety
of text types, genres and subgenres. The process of se-
lection and compilation of documents, as well as clas-
sification, follows the standards of the iRead4Skills
project, which develops resources and computational
models for Portuguese, Spanish and French. To com-
pile Corlega, this work defines six levels of readability
in Galician and proposes a set of linguistic descrip-
tors for each level. Using this taxonomy, we descri-
be the compilation process of the corpus and its cu-
rrent distribution —across four of the six readability
levels—, as well as the main features of this new re-
source. Additionally, we used the corpus to train and
evaluate automatic readability classification tools by
fitting monolingual and multilingual Transformer mo-
dels, and the implementation of hybrid models. The
results suggest that, with small training corpora, fea-
ture extraction from pre-trained models is an efficient
method to achieve competitive results with supervi-
sed model fitting. However, combining corpora from
different languages enables the fitting of multilingual
models with better performance. Both the corpus and
the models are available to the scientific community.
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1. Introdución

Os estudos sobre a complexidade dos textos e
o seu impacto na comprensión lectora remóntan-
se ao século XIX, con investigacións que apun-
tan á lonxitude das oracións e ao tipo de léxi-
co empregado como fenómenos relevantes na de-
terminación da complexidade (Campos Saavedra
et al., 2014). A partir destas primeiras aproxi-
macións, xurdiron distintas propostas para me-
dir o nivel de dificultade dun texto, o que dá lu-
gar ao concepto de lecturabilidade, entendido co-
mo o grao de facilidade co que un texto po-
de ser lido e comprendido (Campos Saavedra
et al., 2014), especialmente relevante en ámbi-
tos como a aprendizaxe de linguas ou a accesi-
bilidade textual (Vajjala, 2022). Tradicionalmen-
te, a lecturabilidade dos textos estimábase me-
diante fórmulas baseadas principalmente na can-
tidade de oracións, palabras e śılabas dos textos
(Flesch, 1948; McLaughlin, 1969). Estas fórmu-
las foron progresivamente substitúıdas por mo-
delos baseados en caracteŕısticas lingǘısticas ex-
tráıdas manualmente (Daoust et al., 1996; Cross-
ley et al., 2007), por sistemas de aprendizaxe au-
tomática (Dell’Orletta et al., 2014) ou por novas
arquitecturas de aprendizaxe profunda (Madrazo
Azpiazu & Pera, 2019). Para implementar estes
métodos, son necesarios corpus anotados segundo
niveis de dificultade (Vajjala, 2022; Dell’Orletta
et al., 2014) a través dos que conseguen integrar
factores como a diversidade léxica, a complexi-
dade sintáctica ou a coherencia textual (Wilkens
et al., 2022).

Existen corpus e conxuntos de datos clasifica-
dos segundo a complexidade dos textos en moi-
tas linguas, como o inglés (Schwarm & Osten-
dorf, 2005; Vajjala & Meurers, 2012), o castelán
(Xu et al., 2015), o portugués (Ribeiro et al.,
2024) ou o italiano (Dell’Orletta et al., 2014; Gre-
go Bolli et al., 2017), aśı como ferramentas que
miden a complexidade ou simplifican textos pre-
viamente identificados como complexos (Wilkens
et al., 2022; Sheehan et al., 2013; Bengoetxea &
Gonzalez-Dios, 2021).

Orientado especialmente para a poboación
adulta, o proxecto iRead4Skills define unha nova
taxonomı́a para a clasificación de textos segun-
do a súa lecturabilidade, e propón a compilación
dun conxunto de datos multilingüe (en castelán,
francés e portugués (Pintard et al., 2024a)), pa-
ra o adestramento de clasificadores automáticos.
Con todo, non coñecemos recursos textuais sobre
lecturabilidade en galego dispoñibles, o que po-
de ter utilidade tanto para análises de carácter
lingǘıstico como para o desenvolvemento de fe-
rramentas computacionais.

Neste artigo presentamos unha proposta de
seis niveis de lecturabilidade en galego e publi-
camos un novo corpus, Corlega, para o seu estu-
do e avaliación. O corpus componse de 480 tex-
tos dirixidos a adultos nativos pouco habituados
a comunicarse en galego e a aprendices de gale-
go nativos doutras linguas romances. A versión
actual de Corlega inclúe textos en catro niveis
de lecturabilidade, e en 11 categoŕıas e 36 sub-
categoŕıas que inclúen diversos xéneros textuais,
subxéneros e tipos de texto. Corlega está prin-
cipalmente deseñado para o desenvolvemento e
avaliación de clasificadores automáticos.

Ademais de describir o propio proceso de crea-
ción do corpus e das súas caracteŕısticas, nes-
te artigo presentamos o uso deste novo recurso
para adestrar modelos computacionais de clasi-
ficación automática de textos por niveis de lec-
turabilidade en galego. Exploramos tres estrate-
xias: (1) modelos de base con clasificadores clási-
cos que empregan caracteŕısticas textuais de su-
perficie; (2) métodos h́ıbridos que incorporan nos
modelos de base información extráıda de mode-
los Transformers (Vaswani et al., 2017) preades-
trados (vectores de documento e surprisal); (3)
axuste (fine-tuning) de modelos Transformers,
tanto monolingües como multilingües, para os
que adicionalmente avaliamos o impacto do uso
de datos doutras linguas. Usando só recursos en
galego, os modelos h́ıbridos obtiveron mellores re-
sultados, mais estes foron superados polo axuste
de modelos multilingües que incorporaron corpus
doutras linguas no adestramento.

En resumo, este traballo achega fundamental-
mente as seguintes contribucións ao campo:

Unha nova proposta de seis niveis de lecturabi-
lidade en galego baseada na definida polo pro-
xecto iRead4Skills, contrastada e ampliada cos
descritores do Celga (Certificado de Estudos
de Lingua Galega) e do MCER (Marco Común
Europeo de Referencia para as Linguas).

O primeiro corpus, até onde sabemos, de tex-
tos en galego clasificados por niveis de lectu-
rabilidade.

Unha análise das caracteŕısticas dos textos en
galego con correlación co nivel de lecturabili-
dade.

Experimentos con clasificadores Random Fo-
rest adestrados tanto con caracteŕısticas tex-
tuais como incorporando representacións de
modelos Transformers.

Experimentos de axuste de modelos Transfor-
mers monolingües en galego.
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Experimentos de axuste de modelos Transfor-
mers multilingües, tanto con corpus en galego
como con estratexias de aumento de datos con
recursos doutras linguas románicas.

Tanto Corlega como os resultados destes ex-
perimentos serven como unha referencia para tra-
ballo futuro sobre a clasificación automática da
lecturabilidade en galego. O corpus está publica-
do na plataforma Zenodo1, e distribúese para fins
de reproducibilidade e investigación coa licenza
CC BY-NC-ND 4.0. Unha selección dos mellores
modelos está dispoñible en Hugging Face.2

A seguir a esta introdución, a Sección 2 pre-
senta unha panorámica sobre corpus relaciona-
dos dispoñibles para outras linguas, aśı como fe-
rramentas e modelos de clasificación automática.
O proceso de creación do corpus e os seus re-
sultados preséntanse na Sección 3, mentres que
a Sección 4 mostra os experimentos de clasifica-
ción automática e os seus resultados. Por último,
a Sección 5 conclúe este traballo e traza liñas pa-
ra a investigación futura.

2. Traballos relacionados

Nesta sección realizamos unha revisión de tra-
ballos sobre a lecturabilidade e tarefas relaciona-
das, tanto do punto de vista dos recursos textuais
como de ferramentas computacionais. Ao longo
do texto facemos referencia a traballos sobre sim-
plificación textual, tarefa cuxo obxectivo é modi-
ficar un texto para facelo máis doado de com-
prender, ben sexa mediante simplificación léxica
ou sintáctica (Saggion, 2017).

2.1. Corpus e conxuntos de datos

No tocante aos corpus de complexidade tex-
tual que se poden usar para estudar a lectura-
bilidade, nesta sección centrarémonos principal-
mente nos traballos en inglés (por ser a lingua
con máis recursos) e en corpus doutras linguas
románicas próximas ao galego, con referencias ao
euskera pola calidade dos seus recursos. Estes
conxuntos de datos preséntanse agrupados pola
tipolox́ıa de clasificación que conteñen.

Clasificación en dous ou tres niveis: Hai
numerosos traballos que seguen este modelo de
clasificación en textos fáciles e dif́ıciles, empre-
gando eventualmente unha terceira categoŕıa in-
termedia. Moitos deles son empregados para ta-
refas de simplificación textual. O corpus Coh-

1https://zenodo.org/records/15441342
2https://huggingface.co/sandrarrey

Metrix-Esp (Quispesaravia et al., 2016) contén
100 textos en castelán: 50 fábulas para nenos
(fáciles) e 50 historias para adultos (dif́ıciles).
Simplext (Saggion et al., 2011, 2015) está for-
mado por 200 textos period́ısticos en castelán
e as súas adaptacións simplificadas feitas ma-
nualmente polo grupo de investigación DILES
(UAM) (Saggion et al., 2011). O corpus Vi-
kiWiki é un corpus multilingüe que inclúe es-
pañol, catalán, vasco, inglés, francés e italiano
e está formado por 5400 textos de Vikidia —
unha enciclopedia dirixida a persoas cun baixo
nivel de comprensión lectora que adapta artigos
da Wikipedia— e polos textos correspondentes
da Wikipedia (Madrazo Azpiazu & Pera, 2020).
Vikidia-En/Fr (Lee & Vajjala, 2022) é un cor-
pus paralelo que tamén contén textos de Vikidia,
cunha versión simple por texto e lingua. O cor-
pus LBSPC (Leveled Basque Science Populariza-
tion Corpus, (Gonzalez-Dios et al., 2014)) é un
corpus en vasco que inclúe 400 textos extráıdos
da revista cient́ıfica Elhuyar Aldizkaria e da web
de divulgación cient́ıfica ZerNola, clasificados en
dous niveis (Bengoetxea & Gonzalez-Dios, 2021).
Outro corpus en vasco, o corpus de textos sim-
plificados (ETSC), inclúe 227 frases orixinais do
ámbito da divulgación cient́ıfica e dúas versións
simplificadas de cada unha (Gonzalez-Dios et al.,
2018). READ-IT (Dell’Orletta et al., 2014) é un
corpus formado por 638 textos period́ısticos en
italiano con dúas versións: orixinal e lectura fácil.
Por último, o corpus OneStopEnglish (Vajjala &
Lučić, 2018) contén 189 artigos de xornais de The
Guardian, en inglés, rescritos por profesores para
adaptalos a tres niveis.

Seguindo o Marco Común Europeo de Re-
ferencia para as Linguas (MCER): Seguin-
do os niveis propostos no MCER, destacamos
o conxunto de datos en portugués creado por
Ribeiro et al. (2024), con textos extráıdos de
exames do Instituto Camões. Con caracteŕısti-
cas similares encontramos recursos para o francés
(FLE-CORP, Wilkens et al. (2022)) para o ita-
liano (CELI, Grego Bolli et al. (2017)), ou para
o castelán, extráıdos de kwiziq e HablaCultura
(Vásquez-Rodŕıguez et al., 2022) e que conteñen
art́ıculos libres destas webs etiquetados. Tamén
para o castelán, o Corpus de Aprendices de Es-
pañol (CAES, Rojo & Palacios Mart́ınez (2016))
contén 6561 textos de diversas temáticas e xéne-
ros textuais na versión actual (2.1), escritos por
aprendices de español dos diferentes niveis e de
diversas nacionalidades.
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Clasificación por idade recomendada de
lectura: Esta categoŕıa inclúe recursos reco-
mendados para diferentes idades cuxa clasifica-
ción pode empregarse como indicador da com-
plexidade lingǘıstica. Aqúı encontramos recur-
sos para o inglés como o corpus Weekly Reader
(Schwarm & Ostendorf, 2005), WeeBit (Vajjala
& Meurers, 2012), ou os textos da ferramenta
TextEvaluator (Sheehan et al., 2013), ou para
o francés, como o corpus Bibebook (Hernandez
et al., 2022).

Clasificación por cursos escolares: De ma-
neira similar á categoŕıa anterior, varios corpus
clasifican os textos en función do curso esco-
lar para o que seŕıan recomendados. Nesta ca-
tegoŕıa existen traballos para o inglés (CLEAR:
CommonLit Ease of Readability corpus, Heintz
et al. (2022)), para o francés (FLM-CORP, Wil-
kens et al. (2022) e JeLisLibre, Hernandez et al.
(2022)), ou para o castelán, onde destacamos o
corpus Newsela, composto por 1130 novas rescri-
tas por tradutores en catro niveis de complexida-
de (Xu et al., 2015). O corpus GRERLI (GRERLI
Corpus) está formado por dous subcorpus —un
en español de 320 textos e outro en catalán de
316— de textos de catro xéneros e catro niveis:
4º de primaria, 1º de secundaria, 1º de bacharela-
to e adultos maiores de 20 anos. Tamén para ca-
talán, o corpus CesCa (El Català Escolar Escrit
a Catalunya, Mart́ı et al. (2012)) inclúe textos
escritos por alumnos ata o último ano de ensi-
no secundario, clasificados pola idade dos parti-
cipantes e polo tipo de texto (definicións, narra-
cións de peĺıculas, recomendacións argumentati-
vas e explicacións dun chiste).

Recursos para o galego: Ata onde sabemos,
non existen corpus especificamente deseñados
para a avaliación da lecturabilidade en galego.
Con todo, poden atoparse recursos útiles en ta-
refas próximas, como a simplificación textual e
léxica, a complexidade ou a comprensión lectora
(Ferrés et al., 2017). Entre estes destacan recur-
sos do Proxecto Nós (Baucells et al., 2025), como
PAWS-gl, corpus de paráfrases onde a lonxitude
podeŕıa empregarse como indicador de dificulta-
de, os corpus mgsm-gl e OpenBookQA gl, orien-
tados á avaliación da comprensión, ou summari-
zation gl, se asumimos que os resumos constitúen
versións máis sinxelas dos textos orixinais e que
polo tanto poden servir como base para tarefas
de simplificación.

Como vimos, unha boa parte dos corpus exis-
tentes para as diferentes linguas foron deseñados
para tarefas de simplificación textual ou están

compostos en boa medida de textos para público
infantil e xuvenil, o que non os fai axeitados para
público adulto. Para dar resposta a esta necesida-
de, o proxecto iRead4Skills3 desenvolveu un cor-
pus multilingüe (Pintard et al., 2024a) orientado
ao estudo da lecturabilidade para adultos.4 Este
conxunto de datos inclúe corpus de caracteŕısti-
cas similares en tres linguas: castelán, francés e
portugués. Está formado por un conxunto de tex-
tos escritos (entre 2000 e 3000 por lingua) de once
xéneros e numerosos subxéneros e catro niveis de
complexidade, tres definidos por expertos (moi
fácil, fácil e claro) e un cuarto nivel que inclúe
textos máis complexos. O conxunto de datos é re-
presentativo dunha ampla variedade de xéneros e
temáticas de lectura habitual e de interese para
persoas adultas, e está especificamente deseñado
para tarefas de clasificación de textos.

2.2. Modelos de clasificación e
simplificación automática

Como se mencionou na introdución, a lectu-
rabilidade calculouse durante décadas mediante
fórmulas como Flesch (1948), SMOG (McLaugh-
lin, 1969) ou Dale-Chall (Chall & Dale, 1995),
que estiman a dificultade textual a partir de ca-
racteŕısticas superficiais como a lonxitude de pa-
labras e oracións, ou a familiaridade do léxico
(Campos Saavedra et al., 2014). Estas fórmu-
las aplican operacións matemáticas sinxelas sobre
caracteŕısticas observables do texto e devolven un
valor numérico que representa a súa dificultade.

No entanto, estes enfoques foron progresi-
vamente substitúıdos por modelos automáti-
cos supervisados, que incorporan caracteŕısti-
cas lingǘısticas. Algúns destes modelos extraen
caracteŕısticas definidas manualmente (Cross-
ley et al., 2007; Daoust et al., 1996), mentres
que outros aprenden representacións lingǘısti-
cas mediante técnicas de aprendizaxe automáti-
ca (Dell’Orletta et al., 2014) e aprendizaxe pro-
funda (Madrazo Azpiazu & Pera, 2019). A evo-
lución máis recente da investigación en procesa-
mento das linguas naturais (PLN) e intelixencia
artificial deu lugar a técnicas que van desde o
uso de enfoques clásicos baseados en caracteŕısti-
cas predefinidas (Wilkens et al., 2022), até mo-
delos preadestrados que fan uso de representa-

3https://iread4skills.com/
4O proxecto iReadSkills (Intelligent Reading Improve-

ment System for Fundamental and Transversal Skills De-
velopment) ten por obxectivo mellorar as competencias
lectoras da poboación adulta cun nivel baixo de alfabeti-
zación creando un sistema intelixente que analice a com-
plexidade textual e forneza lecturas axeitadas para este
perfil de persoas, favorecendo aśı o seu acceso á informa-
ción e á cultura.
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cións distribúıdas das palabras (Martinc et al.,
2021), e modelos h́ıbridos que combinan apren-
dizaxe automática clásica con técnicas de apren-
dizaxe profunda (Lee et al., 2021; Wilkens et al.,
2024). Estes modelos precisan de corpus anotados
segundo niveis de complexidade (Vajjala, 2022;
Dell’Orletta et al., 2014) e ofrecen unha avalia-
ción máis precisa da lecturabilidade que as fórmu-
las tradicionais.

Destes novos enfoques xurdiron traballos de
investigación coa fin de desenvolver ferramentas
capaces de medir o nivel de lecturabilidade dun
texto, como por exemplo clasificadores automáti-
cos, e, tamén, de ofrecer alternativas destes textos
máis ou menos complexas, é dicir, ferramentas
de simplificación textual. Entre estas ferramen-
tas encóntranse o clasificador e avaliador Text-
Evaluator (Sheehan et al., 2013), o analizador
h́ıbrido InterpretARA (Zeng et al., 2024), o sim-
plificador léxico para linguas ibéricas desenvolvi-
do por Ferrés et al. (2017) ou o sistema de sim-
plificación automática Simplext (Saggion et al.,
2015). Outros traballos de investigación inclúen
estudos diversos para o inglés, como por exemplo
a influencia de novas caracteŕısticas baseadas na
fonética para a clasificación de textos por nivel
educativo (Pinney et al., 2024), e para o francés,
como por exemplo o léxico de francés como lingua
estranxeira por niveis FLELEx (François et al.,
2014) ou o analizador FABRA e traballos deriva-
dos (Wilkens et al., 2022, 2024).

Entre os traballos para o desenvolvemento
e avaliación de modelos para o portugués en-
contramos modelos baseados en caracteŕısticas
lingǘısticas (Curto et al., 2015) e en aprendiza-
xe profunda (Ribeiro et al., 2024). Outras ferra-
mentas para linguas máis distantes son o cla-
sificador ErreXail para o vasco (Gonzalez-Dios
et al., 2014), ou MultiAzterTest, un clasificador
multilingüe con múltiples niveis de lecturabili-
dade en inglés, castelán e vasco (Bengoetxea &
Gonzalez-Dios, 2021). Por último, existen ferra-
mentas deseñadas para dominios espećıficos, co-
mo por exemplo a ferramenta multilingüe orien-
tada á clasificación de textos da Wikipedia en
varias linguas, inclúıdo o galego, presentada por
Trokhymovych et al. (2024).

Tendo en conta a carencia tanto de recursos
como de ferramentas para o galego, neste tra-
ballo presentamos un corpus clasificado en ca-
tro niveis de lecturabilidade e deseñado con base
nas directrices do proxecto iRead4Skills, e avalia-
mos diferentes estratexias para o adestramento e
avaliación de clasificadores automáticos para esta
lingua.

3. Proceso de creación do Corlega

O Corlega é un corpus de lecturabilidade
que contén 480 textos en galego. Está dirixido
(i) a persoas adultas nativas que non se comu-
niquen en galego con frecuencia e que queiran
mellorar as súas competencias, e (ii) a aprendi-
ces de galego nativos doutras linguas romances.
Os textos están clasificados en niveis segundo o
seu grao de lecturabilidade e están distribúıdos
en 11 categoŕıas e 36 subcategoŕıas, segundo o
xénero ou subxénero textual, tipo de texto, área
temática ou dominio. Os niveis están definidos
a partir da clasificación proposta no proxecto
iRead4Skills e adaptados ao galego seguindo as
clasificacións existentes para o ensino e a apren-
dizaxe do galego.

3.1. Niveis

Para constrúır o corpus, definimos seis ni-
veis de lecturabilidade que funcionan tamén co-
mo unha primeira proposta inicial na investi-
gación nesta área en galego. Os criterios para
a definición dos niveis baséanse en boa medi-
da nos empregados polo proxecto iRead4Skills,
tendo en consideración particularidades do gale-
go. iRead4Skills combina diferentes propostas de
avaliación da competencia lingǘıstica para definir
tres niveis de complexidade textual (para o por-
tugués, o francés e o castelán):5 Very Easy, Easy,
e Plain (Monteiro et al., 2024)6. Adicionalmen-
te, incorpora un cuarto nivel máis heteroxéneo
(+Complex ) onde son agrupados aqueles textos
que conteñen elementos de maior complexidade
que os definidos nos descritores dos tres niveis
referidos.

Para definirmos os tres niveis iniciais, fixe-
mos unha selección das caracteŕısticas defini-
torias comúns ás tres linguas de iRead4Skills,
aśı como das espećıficas dalgunha delas que apli-
can tamén ao galego (por exemplo, o uso do in-
finitivo pessoal en portugués e galego (chama-
do “infinitivo conxugado”). Estas caracteŕısticas
foron contrastadas e ampliadas coas especifica-
cións, especialmente sobre comprensión lectora,
dos niveis Celga, definidos para o galego polo
Centro Ramón Piñeiro para a Investigación en
Humanidades (CRPIH) (Fidalgo et al., 2006), e
do MCER, valéndonos da implementación reali-

5MCER: https://www.coe.int/en/web/common-
european-framework-reference-languages, Program-
me for the International Assessment of Adult Compe-
tencies (PIAAC): https://www.oecd.org/en/about/
programmes/piaac.html e Association of Language
Testers in Europe (ALTE): https://www.alte.org/

6https://zenodo.org/records/10459090
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zada por unha Escola Oficial de Idiomas (EOI de
Ponferrada, (Escuela Oficial de Idiomas de Pon-
ferrada, 2023)), xa que presenta unha relación
moi útil de contidos e competencias necesarias
para a aprendizaxe do galego seguindo os niveis
do MCER. Ademais, a adaptación dos niveis pro-
postos neste artigo enriqueceuse cunha análise de
contidos dos manuais Aula de galego (Chamorro
et al., 2008) feita pola autora principal deste ar-
tigo. Os niveis propostos restantes (4, 5 e 6), fo-
ron deseñados empregando os mesmos recursos
e metodolox́ıa, mais sen ter como gúıa ningunha
análise previa.7

O Cadro 1 mostra as equivalencias entre os
niveis propostos neste traballo e outras clasifica-
cións. A equivalencia entre os niveis do MCER,
Celga e ALTE vén dada polo CRPIH, e entre es-
tes e os do iRead4Skills foi establecida polo pro-
pio proxecto (Monteiro et al., 2024).

Proposta iR4S MC CG ALTE

Nivel 1 very easy A1 - -
Nivel 2 easy A2 1 L. 1
Nivel 3 plain B1 2 L. 2
Nivel 4 +Complex B2 3 L. 3
Nivel 5 +Complex C1 4 L. 4
Nivel 6 +Complex C2 5 L. 5

Cadro 1: Equivalencia dos niveis do corpus con
outras clasificacións. iR4S son os niveis definidos
en iRead4Skills, MC no MCER, e CG no Celga.

Como amosa a táboa, non hai un nivel Cel-
ga equiparable ao básico 1 ou A1 do MCER, o
que supuxo unha maior dificultade para definir
as caracteŕısticas dese nivel. Isto pode deberse
a que a maioŕıa das persoas que aprenden gale-
go en centros de estudo regrados xa teñen certa
competencia nalgunha lingua de orixe románica
próxima ao galego. Este perfil de estudantes co-
mezaŕıa a estudar a lingua no nivel básico 2 ou
A2, como sucede, por exemplo, con persoas gale-
gas que deciden estudar portugués. Porén, para
solventar esta falta de recursos, a definición deste
nivel baseouse na presentada pola EOI de Pon-
ferrada e na análise de materiais didácticos por
parte da autora principal do artigo. Algúns des-
tes materiais proceden de cursos introdutorios de
galego, como pode ser a gúıa de acompañamento
lingǘıstico da Xunta de Galicia Falamos (Conde
et al., 2023) ou seccións do manual Aula de galego
1 (Chamorro et al., 2008). O nivel desta última

7A definición de seis niveis —e non tres— ten como
obxectivo a súa aplicación en traballo futuro, tanto do
punto de vista da ampliación do Corlega, como da creación
de novos recursos adaptados a estes niveis que permitan
deseñar novas ferramentas.

é equivalente a un nivel básico 2 (A2), que fo-
ron considerados de nivel básico 1 (A1) tanto por
docentes que compartiron voluntariamente estes
recursos coa autora do artigo como pola propia
autora.

As descricións dos niveis resultantes da adap-
tación feita preséntanse nunha táboa coa seguinte
estrutura: descrición de tipos de textos inclúıdos
en cada nivel, caracteŕısticas léxico-conceptuais,
verbais, sintácticas e de cohesión. Para manter
compatibilidade cos recursos producidos no pro-
xecto iRead4Skills, nesta primeira versión do cor-
pus clasificamos os textos en galego en catro ni-
veis: Primeiro nivel (N1), segundo nivel (N2), ter-
ceiro nivel (N3) e nivel máis complexo (N4). Este
último non se considera un nivel propiamente di-
to, senón que é unha agrupación de textos cun
grao de dificultade maior que o do nivel 3.

Inclúımos no Cadro 2 unha versión resumida
cos aspectos máis relevantes dos niveis que em-
pregamos no corpus. A taxonomı́a completa de
niveis coas caracteŕısticas detalladas de cada ni-
vel pódese consultar no Anexo A.

3.2. Elaboración do corpus

Gúıa de elaboración: Para comezar, de-
señouse unha gúıa de elaboración do corpus onde
se definen as categoŕıas e subcategoŕıas nas que
se clasifican os documentos e o número mı́nimo
de textos por subcategoŕıa e nivel, aśı como a súa
lonxitude ideal.

Co obxectivo de inclúırmos textos dunha am-
pla variedade de xéneros e dominios textuais, em-
pregamos as categoŕıas do proxecto iRead4Skills
(Pintard et al., 2024a) cunha única variación, a
supresión da categoŕıa “Académico”, xa que es-
ta inclúıa textos de subxéneros propios dun nivel
máis complexo, como son as memorias de pro-
xectos, os artigos cient́ıficos ou os traballos de fin
de grao, mestrado ou doutoramento. Para cada
categoŕıa foron adicionalmente definidas subca-
tegoŕıas, que se poden ver no Cadro 3. As sub-
categoŕıas tamén son unha adaptación das pre-
sentes no iRead4Skills, de entre as que foron se-
leccionadas as máis frecuentes e as que máis se
diferencian entre elas. As máis similares en xéne-
ro ou temática foron agrupadas. Ademais, foron
adaptadas ao contexto galego: por exemplo, ao
non existiren prospectos de medicamentos nesta
lingua, definimos subcategoŕıas similares, como
“manual médico”.

Para ter unha cantidade mı́nima de textos por
subcategoŕıa e nivel, valorando a cantidade de
textos nos corpus de iRead4Skills e adaptándoo
ao que podeŕıa compilar unha persoa nun perio-
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N1 N2 N3

Tipos de
textos

Cotiáns, de actividades
diarias.

Persoais, de traballo e ocio,
informativos moi simples.

Informativos, de opinión
e do ámbito académico e
profesional propio.

Léxico-
conceptual

Vocabulario cotiá, afixos
máis frecuentes, adverbios
máis comúns.

Vocabulario de actividades
e de sentimentos, saúde,
tempo, etc., interxeccións,
adverbios de inclusión e
dúbida.

Vocabulario laboral e de
interese xeral (tecnolox́ıa,
medio natural, economı́a,
sociedade...)

Verbal Verbos copulativos, regula-
res frecuentes, irregulares
máis frecuentes, tempos de
indicativo e peŕıfrases máis
habituais.

Regulares, irregulares fre-
cuentes, infinitivo, xerun-
dio e participio, presente
de subxuntivo e peŕıfrases
habituais.

Voz pasiva, imperativo,
peŕıfrases verbais de diver-
sos valores.

Estrutura
sintáctica

Coordinadas e subordina-
das simples, con conxun-
cións máis frecuentes, tem-
porais con “cando” e com-
parativas e superlativas
básicas.

Coordinadas copulativas,
adversativas e disxuntivas,
oracións impersoais sim-
ples e imperativas.

Coordinadas distributivas
e explicativas, uso de “se”
en impersoais, pasivas e
verbos reflexivos, subordi-
nadas con subxuntivo e in-
finitivo, adxectivas, subs-
tantivas e adverbiais, e es-
tilo indirecto.

Cohesión Preposicións máis frecuen-
tes, pronomes con referen-
te claro, elipse de elemen-
tos moi claros, marcadores
de espazo e tempo máis fre-
cuentes.

Conectores e enlaces máis
frecuentes, marcadores
“entón”, “logo”, “por
outra banda”...

-

Cadro 2: Caracteŕısticas principais dos tres niveis de lecturabilidade empregados no corpus. Cada
nivel superior é acumulativo: mantén as caracteŕısticas dos anteriores e incorpora outras adicionais,
indicadas na táboa.

do de tempo similar, seleccionamos un mı́nimo
de 12 textos por subcategoŕıa para os tres niveis
definidos (catro textos cada un), ampliándose ao
inclúırmos o nivel adicional (N4). Dentro do posi-
ble, intentouse inclúır textos de todos os niveis en
cada unha das subcategoŕıas, áında que hai casos
onde isto non foi factible (por exemplo, non en-
contramos textos de medios de comunicación en
galego de Nivel 1).

A lonxitude dos textos é, por regra xeral, de
entre 100 e 500 palabras, agás nalgúns xéneros
textuais nos que non sexa posible polas súas ca-
racteŕısticas, como por exemplo as mensaxes per-
soais ou os anuncios publicitarios. O obxectivo de
establecer estes ĺımites de extensión é que a lon-
xitude do texto non cree un nesgo na clasificación
dos textos (é dicir, textos curtos en nivel baixo e
textos longos en nivel alto), algo frecuente en ta-
refas de avaliación da complexidade textual. Por
último, creouse unha base de datos para inclúır
os metadatos de cada documento, entre os que se
encontran autor, tradutor, lingua, editor, lugar e

data de publicación, identificador do documento,
URL, Copyright, data de consulta, nivel de di-
ficultade, xénero textual, temática e número de
palabras.

Compilación: Os textos foron extráıdos ma-
iormente de fontes en liña de xeito manual, e
foron revisados, corrixidos e compilados en for-
mato de texto e en pdf. Unha vez compilados os
textos de cada categoŕıa e subcategoŕıa, revisou-
se a cantidade de textos por nivel, resultando,
como estaba previsto, nunha notable menor can-
tidade de textos de nivel 1. Para compensar es-
ta carencia de recursos, solicitáronse textos deste
nivel procedentes do ámbito educativo a diferen-
tes institucións e docentes de galego. Os textos
obtidos inclúıronse nunha nova categoŕıa chama-
da didáctico para diferencialos do resto de textos,
por seren textos deseñados para a aprendizaxe do
galego para non galegofalantes. Por último, clasi-
ficáronse como N4 textos de niveis de lecturabili-
dade superiores a N3. A cantidade de textos por
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Categoŕıa Subcategoŕıa

Comunicación persoal
Mensaxe

Diario e blog

Comunicación profesional
Mensaxe

Nota prensa
Web

Medios de comunicación

Biograf́ıa
Entrevista
Horóscopo

Nova
Opinión

Reportaxe
Tempo

Div. cient́ıfica

Publicidade e difusión

Anuncio
Etiqueta

Instrucións
Menú

Manual médico

Literatura didáctica
Dicionario

Autodidáctico

Literatura ficción
Novela
Poeśıa
Teatro

Literatura non ficción

Biográfico
Crónicas

Diario de viaxe
Diario e cartas
Gúıa tuŕıstica

Poĺıtica
Discurso

Programa

Legal e administrativo
Legal

Administrativo

Relixión
Ensinanzas
Escrituras

Didáctico -

Cadro 3: Listaxe de categoŕıas e subcategoŕıas
do corpus.

nivel, categoŕıa e subcategoŕıa poden verse no ca-
dro 4. A extensión do corpus en número de tokens
tanto total coma por niveis aparece reflectida no
cadro 5 (os detalles sobre como se tokenizou o
corpus están na sección 3.3).

Validación por anotadoras externas: Co
obxectivo de validar a clasificación dos documen-
tos do corpus e de analizar a dificultade desta
tarefa, realizouse unha anotación adicional dun
subconxunto do corpus por especialistas, con for-

N1 N2 N3 N4 Total

Com. persoal 4 8 8 5 25
Com. profes. 8 12 12 5 37
Medios com. 0 32 32 5 69
Publicidade 20 22 23 5 70
Lit. didác. 8 8 8 5 29
Lit. ficción 0 12 12 5 29
Lit. non fic. 0 15 26 7 48
Poĺıtica 0 8 8 8 24
Legal/admin. 4 4 5 5 21
Relixión 8 8 8 5 29
Didáctico 88 11 0 0 99
Total 140 140 145 55 480

Cadro 4: Textos do corpus por niveis e cate-
goŕıas. Cómpre destacar que o Nivel 4 contén
menos textos (e tokens, Cadro 5) por ser un ni-
vel non definido que sirve como referencia para
agrupar textos máis complexos que os definidos.

Tokens totais Media tokens

Nivel 1 19085 136,32
Nivel 2 42147 301,05
Nivel 3 60322 416,01
Nivel 4 24300 441,82
Total 145854 303,86

Cadro 5: Extensión en tokens total e por niveis.

mación superior en Lingǘıstica e Ensino de Lin-
guas, e con experiencia na creación de contidos
para o ensino de galego.

Seleccionáronse 80 textos do corpus, a cifra
equivalente ao 20 % do corpus (de 420 textos cos
tres niveis). Os textos foron elixidos de manei-
ra aleatoria mais mantendo un número de docu-
mentos similar por cada nivel. Nesta selección ex-
clúımos documentos de nivel 4 (por non ter des-
critores definidos) e aqueles de nivel 1 que foran
fornecidos por docentes e institucións (por esta-
ren xa revisados por especialistas), e creáronse 8
formularios con 10 textos cada un. A pesar de in-
clúırmos só textos dos niveis 1 ao 3, o formulario
permit́ıa clasificar o texto como de maior com-
plexidade (nivel 4), o que dificulta máis a tarefa
de validación.

Posteriormente, calculamos o acordo entre pa-
res de anotadoras mediante Cohen’s κ (con resul-
tados de entre 0,142 e 0,411) e entre o conxunto
de textos validados, empregando neste caso Krip-
pendorff’s α ordinal, cun resultado de α = 0, 567.
Para obter estes resultados, eliminamos as res-
postas dos tres anotadores cun acordo notable-
mente inferior (κ < 0, 118), pois consideramos
que a súa interpretación das directrices da tarefa
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foi potencialmente diferente e que iso repercut́ıa
nuns resultados pouco representativos. Os resul-
tados obtidos indican unha concordancia relati-
vamente baixa entre as anotadoras, mais similar
a outros traballos (Pintard et al., 2024a,b). Estes
resultados poden deberse, como noutros estudos,
á dificultade intŕınseca na clasificación de textos
reais (non creados especificamente para o ensino
de linguas), ademais de á propia configuración do
experimento, onde se inclúıron catro categoŕıas
para validar documentos de tres niveis.

3.3. Caracteŕısticas dos textos

O corpus foi convertido a formato CoNLL-U8

empregando ferramentas de PLN e scripts pro-
pios: FreeLing (Padró, 2012) para identificar ora-
cións, tokenizar e realizar análise morfosintáctica,
e Stanza (Qi et al., 2020) para realizar análise
de dependencias, empregando o modelo de De-
pendencias Universais Galician-TreeGal (Garcia
et al., 2018). Do corpus procesado extraéronse es-
tat́ısticas sobre caracteŕısticas definitorias da lec-
turabilidade dos textos segundo estudos previos
(Pilán, 2018; Wilkens et al., 2022; Curto et al.,
2015; Vajjala & Lõo, 2014), como a lonxitude dos
textos, oracións ou palabras, a porcentaxe de ca-
da categoŕıa morfosintáctica, etc.

Unha vez obtidos estes valores, computamos
a correlación entre cada un deles e os niveis de-
finidos no corpus, empregando Spearman ρ. Co-
mo era esperado (Bengoetxea & Gonzalez-Dios,
2021), as caracteŕısticas con maior correlación
son as que están relacionadas coa lonxitude, xa
que os textos máis simples tenden a ser tamén
máis curtos. Aśı, destácanse o número de le-
mas, tokens e palabras (con valores de ρ = 0, 66,
ρ = 0,64 e ρ = 0,65, respectivamente), ou a can-
tidade de tokens diferentes (ρ = 0,64) e v́ırgu-
las (ρ = 0,55)9. Porén, se non tivermos en conta
valores absolutos mais si normalizados, as carac-
teŕısticas con maior correlación cos niveis son a
media de tokens e de palabras por frase (ρ = 0,46
nos dous casos), a distancia media de dependen-
cias sintácticas (ρ = 0,32), e o tamaño medio de
cada token (ρ = 0,19), caracteŕıstica xa empre-
gada nas fórmulas tradicionais para a lecturabi-
lidade e en traballos previos (Vajjala & Meurers,
2012; Bengoetxea & Gonzalez-Dios, 2021).

8https://universaldependencies.org/format.html
9O número de v́ırgulas pode indicar de maneira indi-

recta unha maior complexidade sintáctica, por usárense
para indicar elementos coordinados, oracións parentéticas,
alteración de elementos na oración, cláusulas de oracións
compostas, etc.

4. Experimentación

Nesta sección presentamos un conxunto de ex-
perimentos para o adestramento de clasificadores
automáticos de textos segundo o seu nivel de lec-
turabilidade. Primeiro, formulamos unha serie de
preguntas de investigación e hipóteses. A seguir,
describimos os experimentos realizados con dife-
rentes modelos, aśı como os resultados de cada
método.

4.1. Preguntas de investigación e
hipóteses asociadas

Antes de proceder, definimos as seguintes pre-
guntas de investigación (Ps), hipóteses (Hs), e
experimentos (Es):

P1: É posible axustar cun corpus de pequeno
tamaño un modelo Transformers para clasifi-
car textos en función do seu nivel de lectura-
bilidade en galego?

H1: Con base en traballos similares (Vásquez-
Rodŕıguez et al., 2022; Ribeiro et al., 2024)
esperamos que o axuste dun modelo Transfor-
mers co corpus aqúı presentado consiga resul-
tados satisfactorios nesta tarefa, xa que pode
aproveitar coñecemento adquirido na fase de
preadestramento.

E1: Para dar resposta a esta pregunta de inves-
tigación e validar ou refutar a H1, realizaremos
múltiples experimentos de axuste de modelos
monolingües en galego co corpus que presen-
tamos neste traballo.

P2: Para a tarefa anterior, terá mellor desem-
peño o axuste de modelos monolingües, ou de
modelos multilingües que inclúan galego? Nou-
tras palabras, o coñecemento lingǘıstico dou-
tras linguas ten un impacto positivo ou nega-
tivo no modelado da lecturabilidade nun con-
texto monolingüe?

H2: Tendo en conta que as caracteŕısticas da
complexidade textual son en boa medida inde-
pendentes da lingua10 (Monteiro et al., 2024;
Imperial et al., 2025), é probable que os mo-
delos multilingües funcionen mellor que os mo-
nolingües nesta tarefa. Pola contra, o feito de
que os modelos monolingües teñan unha to-
kenización adaptada á lingua de destino pode
favorecer o seu desempeño nesta tarefa.

E2: Para responder a esta pregunta faremos
diversos experimentos de axuste de modelos

10A independencia da lingua ref́ırese ás caracteŕısticas
estruturais, variando os valores limiares destas en función
de cada lingua.
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multilingües co corpus de galego e os compara-
remos cos resultados obtidos con modelos mo-
nolingües.

P3: Os modelos multilingües poden mellorar
o seu desempeño cun maior volume de datos
procedentes de linguas próximas?

H3: Tendo en conta traballos previos (Lee
& Vajjala, 2022; Madrazo Azpiazu & Pera,
2020), esperamos que os modelos multilingües
funcionen mellor ao seren adestrados cun vo-
lume moito máis amplo de textos clasificados,
áında que estes sexan doutras linguas.

E3: Para responder a esta pregunta faremos
varios experimentos cos modelos multilingües
avaliados, engadindo nos datos de adestramen-
to varios corpus do proxecto iRead4Skills, xa
que teñen niveis e caracteŕısticas similares.

4.2. Experimentos

Como foi mencionado, realizamos varios con-
xuntos de experimentos con modelos Transfor-
mers. Empregamos a metodolox́ıa estándar de
axuste, que consiste en seleccionar modelos pre-
adestrados e axustar os seus parámetros para a
clasificación de documentos con base nun corpus
de adestramento. Para avaliar comparativamente
o seu funcionamento, implementamos un mode-
lo de base (baseline) simple empregando un pe-
queno conxunto de caracteŕısticas textuais para
adestrar clasificadores Random Forest. Alén diso,
avaliamos modelos h́ıbridos incorporando nestes
clasificadores información extráıda de represen-
tacións Transformers, o que nos permite obser-
var o seu impacto como caracteŕısticas adicionais
e saber se a información codificada por modelos
preadestrados é competitiva coas probabilidades
asignadas por estes mesmos modelos axustados.

4.2.1. Conxuntos de datos

Para avaliar os diferentes modelos emprega-
mos o Corlega. Adicionalmente, para realizar ex-
perimentos interlingǘısticos (E3), usamos como
datos de axuste os corpus de español, portu-
gués e francés inclúıdos no Dataset 1 do proxecto
iRead4Skills (Pintard et al., 2024a). Os textos
foron procesados mediante un script propio que
os converte en conxuntos de datos en formato
CSV compatible coas libraŕıas empregadas pa-
ra o desenvolvemento dos modelos. O conxunto
de datos de galego dividiuse de xeito automáti-
co en tres partes:11 de adestramento (80 %), de
validación (5 %), e de avaliación (15 %). Dado o

11Tendo en conta o tamaño relativamente pequeno do
corpus, decidimos reducir o tamaño dos datos de valida-

número limitado de documentos de N4 no Corle-
ga, os conxuntos de validación e avaliación foron
balanceados en termos de número de documen-
tos por clase, para asegurar unha avaliación máis
informativa e equilibrada entre clases, especial-
mente en relación ao recoñecemento do N4.12 A
descompensación no conxunto de adestramento
foi abordada mediante sobremostraxe, duplican-
do aleatoriamente documentos do N4 para me-
llorar a capacidade do modelo de recoñecer esta
clase.

Dado que os datos das outras linguas só se em-
pregan como corpus de adestramento adicional,
non foi necesario dividilos. O tamaño final dos
conxuntos de datos pode verse no Cadro 6.

Nivel

Ling. Parte N1 N2 N3 N4

GL
Adestr 112 112 116 40*
Valid 7 7 7 7
Aval 21 21 22 21

ES Adestr 660 660 889 354
PT Adestr 777 666 752 737
FR Adestr 467 758 766 209

Cadro 6: Tamaño dos conxuntos de datos (en
número de documentos) empregados para avaliar
os modelos. *Indica documentos orixinais, incre-
mentándose o número até 112 mediante sobre-
mostraxe.

4.2.2. Modelos

Para levar a cabo os experimentos de clasifi-
cación mediante axuste de modelos Transformers
empregamos os seguintes modelos preadestrados:

Codificadores: Tanto para realizar os axustes
como para extraer caracteŕısticas adicionais para
os modelos de base, usamos estes modelos:

Monolingües: Variantes small e base dos mo-
delos BERT-gl (Garcia, 2021) e Bertinho (Vi-
lares et al., 2021).

Multilingües: Modelo multilingüe BERT-
base (mBERT, Devlin et al. (2019)) e as va-
riantes base e large de XLM-RoBERTa (Con-
neau et al., 2019).

ción para asegurar exemplos suficientes no adestramento
e na avaliación.

12En experimentos preliminares empregando a distribu-
ción orixinal por nivel, observáronse resultados globais su-
periores, mais diversas análises da precisión por cada nivel
mostraban que os clasificadores raramente etiquetaban un
documento como N4, polo que os modelos resultantes non
teŕıan aplicabilidade nun contexto real.
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Xerativos: Adicionalmente, e só para obter ca-
racteŕısticas dos modelos de base, empregamos os
seguintes modelos xerativos:

Monolingües: Llama3.1-Carballo 8B13, e
Llama3.1-Carvalho-PT-GL 8B14, ambos con-
tinuacións de adestramento de Llama 3.1 8B
(Grattafiori et al., 2024), o primeiro nun gran-
de corpus monolingüe galego (de Dios-Flores
et al., 2024) e o segundo inclúındo tamén da-
tos en portugués, español e inglés.15

Multilingües: Variantes 1B e 3B da familia
de modelos Llama 3.2.16

4.2.3. Métodos

Modelo de base: Como modelo de base con-
tra o que comparar as adaptacións dos Trans-
formers e as aproximacións h́ıbridas, adestramos
un clasificador Random Forest empregando ca-
racteŕısticas lingǘısticas, seguindo traballos rela-
cionados (Akef et al., 2024). Usamos a imple-
mentación Random Forest inclúıda na libraŕıa
scikit-learn.17 Durante o adestramento, ava-
liamos o impacto de varios tamaños de estimado-
res (árbores de decisión individuais), cun mı́nimo
de 50 e un máximo de 600.18

Para este modelo escollemos os dous seguin-
tes tipos de caracteŕısticas baseadas na lonxitu-
de: (i) tamaño da oración e (ii) tamaño da pa-
labra.19 De cada unha delas seleccionamos catro
valores (media, mediana, mı́nimo e máximo), ob-
tendo clasificadores simples de 8 caracteŕısticas.

Modelos h́ıbridos: Adicionalmente, adestra-
mos modelos h́ıbridos incorporando ao modelo
de base dous tipos de caracteŕısticas extráıdas
de modelos Transformers:

Vector do documento: como caracteŕıstica adi-
cional para representar cada texto, incorpora-

13https://huggingface.co/proxectonos/Llama-3.1-
Carballo

14https://huggingface.co/Nos-PT/Llama-Carvalho-
PT-GL

15Estes modelos non son portanto estritamente mono-
lingües, mais dado que a maior parte do seu corpus de
adestramento é galego diferenciámolos aqúı dos multi-
lingües que conteñen unha variedade moito máis ampla
e balanceada de linguas.

16https://huggingface.co/collections/meta-
llama/llama-32-66f448ffc8c32f949b04c8cf.

17https://scikit-learn.org
18En xeral, os mellores resultados déronse con 400 ou

500 estimadores.
19Seleccionamos estas caracteŕısticas por seren as dúas

caracteŕısticas de superficie con maior correlación cos ni-
veis do corpus (véxase a Sección 3.3) para as que non
é necesario o uso de ferramentas de análise automática.

mos un vector de documento que é a media
dos vectores de todas as oracións do documen-
to. Os vectores das oracións foron previamente
constrúıdos facendo a media dos vectores de
todos os subtokens de cada oración (Imperial,
2021). Este vector de documento concaténa-
se ao vector das oito caracteŕısticas definidas
para o modelo de base.

Surprisal:20 Inspirándonos no uso da perplexi-
dade de modelos de lingua para ordenar docu-
mentos segundo o nivel de complexidade (Mar-
tinc et al., 2021), exploramos o impacto da
surprisal na clasificación. Neste caso obtemos
a surprisal dun documento usando a libraŕıa
minicons21 (Misra, 2022). Para calcular a sur-
prisal dos modelos bidireccionais (codificado-
res), empregamos o método proposto por Kauf
& Ivanova (2023), que ten en conta palabras
descoñecidas e expresións multipalabra. En to-
dos os casos obtemos catro valores de surprisal
(media, mediana, mı́nima e máxima), que son
concatenados ao vector de caracteŕısticas de
cada documento.

Axuste de modelos: Fixemos diversos experi-
mentos de axuste de modelos codificadores (Sec-
ción 4.2.2) empregando a libraŕıa Transformers
de Hugging Face (Wolf et al., 2020). Realizamos
tres tipos de experimentos (véxase a Sección 4.1):
(i) axuste de modelos monolingües en galego co
corpus de galego; (ii) axuste de modelos multi-
lingües só co corpus de galego, e (iii) axuste de
modelos multilingües aumentando os datos con
corpus doutras linguas (Sección 4.2.1). Neste últi-
mo caso, comparamos o desempeño dos modelos
inclúındo unha lingua adicional (portugués, es-
pañol ou francés), dúas (español e portugués, por
seren as máis próximas do galego), e co conxunto
completo dos datos.

No axuste dos modelos exploramos os seguin-
tes hiperparámetros: tres tamaños de batch (8,
16 e 32) e 5 valores de learning rate (de 1e-5 a
5e-5) durante 5 épocas, até escoller a mellor con-
figuración en cada caso.22 Tanto nos modelos de
base como no axuste dos modelos Transformers,
o adestramento foi realizado usando as particións
de adestramento e avaliando o impacto de dife-

20A surprisal é o logaritmo negativo da probabilidade
que un modelo de lingua lle asigna a unha palabra en
contexto (Levy, 2008), e empregouse tanto para predicir
tempos de lectura a nivel de palabra (Wilcox et al., 2023)
como como medida de aceptabilidade gramatical a nivel
de oracións (Lee & Vu, 2024).

21https://github.com/kanishkamisra/minicons
22Por limitacións da GPU, os experimentos co modelo

XLM-large con batches de 16 e 32 non se puideron realizar
co conxunto completo dos datos.
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rentes configuracións de hiperparámetros no con-
xunto de validación. Para cada modelo, seleccio-
namos a configuración con mellor desempeño na
validación para obter os resultados no conxunto
de avaliación.23

4.3. Resultados e discusión

O Cadro 7 mostra os resultados do mode-
lo de base e dos modelos h́ıbridos, mentres que
o Cadro 8 os do axuste de modelos Transfor-
mers. O modelo de base, un clasificador simple
con só 8 caracteŕısticas de superficie, obtivo unha
exactitude de 0,42. Nos métodos h́ıbridos, a in-
corporación de información extráıda de modelos
Transformers tivo sistematicamente impacto po-
sitivo (salvo nun caso, adicionando surprisal de
BERT-base), e a combinación das caracteŕısti-
cas de superficie cos vectores de documento de
BERT-small obtivo os mellores resultados (0,55).

Cando comparamos o efecto da incorporación
dos vectores de documento e da surprisal obser-
vamos que os primeiros teñen un maior impacto
no desempeño dos modelos, aumentando a exac-
titude media de todos os modelos en 0,08 (frente
a un 0,02 da surprisal). Por último, a combina-
ción de todas as caracteŕısticas produciu resulta-
dos diverxentes: en 5 modelos a exactitude con
Todas foi menor que as variantes con vectores,
en 3 casos foi ao revés, e noutros 3 os resultados
foron equivalentes. Polo tanto, a incorporación
da surprisal a modelos con vectores de documen-
to non ten un impacto positivo de maneira sis-
temática.

A propósito das propiedades dos modelos, os
resultados suxiren que o tamaño non parece ter
un efecto claro no desempeño, xa que a compa-
ración entre modelos small e base (BERT e Ber-
tinho), ou entre base e large (XLM-RoBERTa)
non segue as mesmas tendencias, sendo os resul-
tados moi similares e con variacións non corre-
lacionadas coa complexidade do modelo. Porén,
se compararmos os codificadores e xerativos, os
resultados son lixeiramente máis claros, e indican
que os modelos xerativos (tamén de moito maior
tamaño) obteñen, en xeral, resultados máis bai-
xos que os codificadores.24 Aśı, o valor máis alto

23Para seleccionarmos os mellores modelos baseámonos
na taxa de ‘exactitude’ (accuracy), que se obtén dividindo
o número de documentos correctamente clasificados entre
o total de documentos. O desempeño dos modelos cunha
maior exactitude med́ımolo posteriormente usando preci-
sión, cobertura (recall) e medida F (F1-score) en cada un
dos 4 niveis.

24A este respecto, traballos recentes no ámbito da psico-
lingǘıstica computacional mostran que as representacións
obtidas dos actuais LLMs teñen unha menor correlación co
procesamento lingǘıstico humano que modelos de menor

Modelo Caract. Exact.

Base Tamaño (4+4) 0,42

BERT-small
Vectores 0,55
Surp. (4) 0,44

Todas 0,54

BERT-base
Vectores 0,52
Surp. (4) 0,40

Todas 0,53

Bertinho-small
Vectores 0,53
Surp. (4) 0,44

Todas 0,51

Bertinho-base
Vectores 0,54
Surp. (4) 0,44

Todas 0,51

mBERT
Vectores 0,49
Surp. (4) 0,44

Todas 0,49

XLM-base
Vectores 0,48
Surp. (4) 0,45

Todas 0,47

XLM-large
Vectores 0,46
Surp. (4) 0,44

Todas 0,47

Llama-Carballo
Vectores 0,48
Surp. (4) 0,47

Todas 0,48

Llama-Carvalho
Vectores 0,47
Surp. (4) 0,46

Todas 0,51

Llama 3.2 1B
Vectores 0,49
Surp. (4) 0,42

Todas 0,46

Llama 3.2 3B
Vectores 0,48
Surp. (4) 0,47

Todas 0,48

Cadro 7: Exactitude (Exact.) do modelo de base
(liña superior) e dos modelos h́ıbridos (inferiores)
no corpus galego. O modelo base emprega as 8 ca-
racteŕısticas baseadas no tamaño das oracións (4)
e das palabras (4). Cada un dos restantes clasifi-
cadores h́ıbridos incorpora as caracteŕısticas adi-
cionais dos modelos transformers: Vectores, Sur-
prisal, e a combinación de todas as anteriores
(Todas). Os 7 modelos centrais son codificado-
res, mentres que os 4 modelos da parte inferior
son xerativos. Os valores subliñados indican des-
empeños inferiores ao modelo de base, en itálica
aqueles que obteñen menor exactitude con Todas
que só con algunhas das caracteŕısticas, e en letra
grosa os mellores resultados.

tamaño (Oh & Linzen, 2025).
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(Llama-Carvalho, con 0.51) é máis baixo que o
obtido por BERT-small (0,55), a pesar de ser de
menor tamaño e adestrado cun corpus de gale-
go moito máis pequeno. En relación coas linguas
de cada modelo, parece haber unha tendencia li-
xeiramente máis favorable para os modelos mo-
nolingües, dado que os mellores resultados tan-
to das variantes de BERT coma das de Bertinho
superan mBERT e as dúas versións de XLM. Es-
ta tendencia é máis clara nos codificadores que
nos xerativos, onde os mellores resultados son
do Llama-Carvalho, mais en xeral as catro va-
riantes de Llama conseguen taxas de exactitude
similares.

Aı́nda que o desempeño dos clasificadores
h́ıbridos nos adianta algunha información sobre
as preguntas de investigación formuladas (Sec-
ción 4.1), estas son mellor respondidas analizando
os resultados do axuste de modelos Transformers:

P1: Os resultados máximos de 0,49, en com-
paración con outros traballos con desempeños
moito superiores (0,78 en castelán (Vásquez-
Rodŕıguez et al., 2022), 0,79 en estonio (Vajja-
la & Lõo, 2014) e entre 0,81 (Ribeiro et al.,
2024) e 0,75 (Curto et al., 2015) en portugués),
suxiren que o axuste de modelos monolingües
cun corpus pequeno, no caso do galego, non
é satisfactorio. Estes resultados poden deberse
á cantidade de datos empregada, inferior aos
dos experimentos mencionados. Aı́nda que os
resultados obtidos do axuste de modelos mo-
nolingües son superiores aos do modelo de ba-
se, estes son inferiores aos dos modelos h́ıbri-
dos. Por tanto, parece máis axeitado extra-
er directamente as caracteŕısticas dos modelos
preadestrados (vectores) que facer un axuste
do modelo.

P2: Non hai tendencias claras respecto do des-
empeño dos modelos multilingües frente aos
monolingües adestrados co corpus de galego.
XLM-large obtén o mellor resultado, mais cun
valor moi próximo a BERT-base (e ao resto
de monolingües), de tamaño inferior. Por tan-
to, os modelos multilingües adestrados só cun
corpus pequeno de galego tampouco parecen
competitivos frente aos modelos h́ıbridos, e ob-
teñen resultados que distan moito doutros tra-
ballos para outras linguas, por exemplo, dun
0,78 de precisión obtido do axuste de mBERT
para a mesma tarefa en castelán (Vásquez-
Rodŕıguez et al., 2022). Os resultados poden
deberse, unha vez máis, á falta de datos en
galego para o axuste.

P3: O aumento de datos de adestramento dou-
tras linguas ten un impacto positivo para a

clasificación en galego (salvo en tres casos con
XLM-large). Para mBERT, a mellor combina-
ción é coas catro linguas, e para XLM-base
e XLM-large, a mellor opción é engadir por-
tugués. Con todo, os resultados distan moito
dos obtidos noutros traballos, como por exem-
plo os obtidos por Lee & Vajjala (2022) con
precisións superiores a un 80 % en castelán e
francés axustando un modelo mBERT con da-
tos en inglés, cunha maior cantidade de datos.

Modelo Corpus Exact.

BERT-small GL 0,42
BERT-base GL 0,49
Bertinho-small GL 0,46
Bertinho-base GL 0,43

mBERT

GL 0,45
GL+ES 0,54
GL+FR 0,49
GL+PT 0,49

GL+ES+PT 0,50
GL+ES+PT+FR 0,62

XLM-base

GL 0,39
GL+ES 0,50
GL+FR 0,41
GL+PT 0,56

GL+ES+PT 0,48
GL+ES+PT+FR 0,55

XLM-large

GL 0,50
GL+ES 0,53
GL+FR 0,38
GL+PT 0,54

GL+ES+PT 0,47
GL+ES+PT+FR 0,41

Cadro 8: Exactitude no conxunto de avaliación
dos modelos axustados. Os catro primeiros mo-
delos son monolingües e o resto son multilingües.
Os valores subliñados indican desempeños supe-
riores co axuste con corpus externos que só co de
galego, e en letra grosa os mellores resultados.

Unha vez analizados os resultados xerais de to-
dos os modelos no conxunto de avaliación, cons-
trúımos unha matriz de confusión para observar
con máis detalle como se comporta o modelo con
maior taxa de exactitude. Na Figura 1 podemos
ver que o modelo parece predicir de maneira ro-
busta os documentos de nivel 1 e 2, cun desem-
peño lixeiramente menor nos niveis 3 e 4. Neste
sentido, a principal confusión deuse entre estes
dous niveis superiores (por exemplo, dez docu-
mentos de nivel 3 foron incorrectamente clasifi-
cados como N4). Estes resultados poden deberse
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a que N4 non foi definido como un nivel en si
mesmo, mais como unha clase que engloba docu-
mentos de maior complexidade que o nivel 3.

Figura 1: Distribución das predicións do modelo
mBERT axustado con todos os corpus externos
(GL+ES+PT+FR).

A distribución das predicións do modelo
permı́tenos tamén obter resultados máis porme-
norizados, inclúındo precisión, cobertura, e medi-
da F por cada nivel.25 O Cadro 9 mostra os resul-
tados por nivel do mellor modelo (axustado) e do
mellor modelo h́ıbrido (BERT-small con vectores
de documento e caracteŕısticas superficiais). Ob-
servando a medida F, vemos que o modelo axus-
tado ten valores superiores en dous niveis (2 e 4),
inferiores no N3 (debido á alta cobertura do mo-
delo h́ıbrido), e iguais ao modelo h́ıbrido para o
nivel 1, onde este ten maior cobertura, mais me-
nor precisión.

N
Hı́brido Axustado

P Cob. F1 P Cob. F1

1 0,69 0,95 0,80 0,84 0,76 0,80
2 0,69 0,43 0,53 0,64 0,67 0,65
3 0,39 0,73 0,51 0,47 0,36 0,41
4 1,00 0,10 0,17 0,56 0,71 0,62

Cadro 9: Resultados por nivel do mellor modelo
axustado (mBERT con todos os corpus) e h́ıbrido
(BERT-small con vectores de documento).

En suma, este conxunto de experimentos posi-
bilitou, por un lado, establecer un modelo de base

25Onde a precisión é o número de verdadeiros positi-
vos dividido polo total de verdadeiros e falsos positivos
por clase; a cobertura é o número de verdadeiros positivos
dividido polo total de verdadeiros e falsos negativos; e a
medida F é a media harmónica da precisión e a cobertura.

para a clasificación automática da lecturabilida-
de en galego. Por outro lado, permitiunos com-
parar estratexias de clasificación h́ıbridas (cons-
trúıdas unicamente con caracteŕısticas de superfi-
cie e modelos preadestrados) con modelos Trans-
formers de diferentes caracteŕısticas e axustados
con corpus de diversas linguas, onde os mello-
res resultados foron obtidos por modelos multi-
lingües adestrados con estratexias de aumento de
datos.

5. Conclusións e traballo futuro

Este artigo presenta Corlega, o que é, ata onde
sabemos, o primeiro corpus de textos clasificados
por niveis de lecturabilidade en galego. Ademais,
introduce unha proposta de taxonomı́a que inclúe
seis niveis de lecturabilidade cun conxunto de ca-
racteŕısticas descritivas.

Por unha banda, o corpus empregouse nunha
primeira etapa para analizar a correlación dun
conxunto de caracteŕısticas lingǘısticas e textuais
cos niveis de complexidade definidos. Os resulta-
dos confirman estudos previos que indican que
as caracteŕısticas relacionadas coa lonxitude do
texto son as que presentan maior correlación co
nivel de lecturabilidade do texto, como son o ta-
maño das oracións e das palabras. No entanto,
fenómenos como a lonxitude media das oracións
en tokens ou palabras, da distancia entre depen-
dencias e de caracteres por token amosan tamén
unha correlación significativa que convén explo-
rar en futuros traballos.

Por outra banda, o Corlega demostrou ser útil
para o adestramento e avaliación de clasificado-
res automáticos. O adestramento de clasificado-
res h́ıbridos, que incorporan caracteŕısticas ex-
tráıdas de modelos neuronais en algoritmos clási-
cos como Random Forest, obtivo taxas de exacti-
tude de ata 0,55 (incrementando en 0,12 o modelo
de base). Estas aproximacións h́ıbridas obtiveron
mellores resultados que os modelos Transformers
monolingües axustados con datos en galego, mais
foron superados ao usarmos modelos multilingües
e estratexias de aumento de datos. Aśı, o modelo
mBERT atinxiu unha taxa de exactitude de 0,62
ao adestralo con corpus de catro linguas. Unha
análise do desempeño por nivel tamén forneceu
información detallada sobre o comportamento do
modelo, o que pode ser útil para desenvolvemen-
tos futuros que melloren este tipo de clasificación
de textos en galego.

Aśı, deste traballo xurden novas liñas de in-
vestigación tanto na análise das caracteŕısticas
que definen a lecturabilidade dos textos como na
exploración máis a fondo do axuste de modelos
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para crear clasificadores automáticos de textos,
na experimentación con novos métodos ou mes-
mo na ampliación do corpus. Como traballo futu-
ro, seŕıa interesante ampliar o conxunto de datos
de adestramento con corpus de caracteŕısticas si-
milares traducidos automaticamente, asegurando
que se manteña o nivel de lecturabilidade na tra-
dución, e tamén ampliar o corpus con textos do
resto de niveis definidos no apéndice A e obser-
var como funcionan os mesmos clasificadores con
máis niveis.

Esperamos que este traballo contribúa ao
desenvolvemento de recursos e ferramentas para
o ensino do galego, e que resulte útil para anali-
zar aquelas caracteŕısticas lingǘısticas que poden
inflúır nos procesos de aprendizaxe do galego, es-
pecialmente por parte de persoas adultas con me-
nor hábito lector nesta lingua. Entre as posibles
aplicacións, estaŕıa o uso dos textos do corpus co-
mo materiais de lectura axeitados segundo o nivel
ou o uso dalgún destes clasificadores ou outros
futuros para a selección de materiais de lectura
axeitados, xa sexa por parte de docentes ou de
maneira autodidacta, tanto para persoas adultas
que aprenden o galego coma lingua estranxeira
como para persoas nativas que non se comunican
en galego con frecuencia e queren mellorar as súas
competencias. Ademais, no futuro espérase que
estes clasificadores se complementen cun analiza-
dor que indique onde reside a complexidade do
texto e un asistente de escritura con recomen-
dacións de adaptación, que podeŕıan ser usados
para o deseño de exercicios.
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pola axuda técnica para a extracción de estat́ısti-
cas sobre o corpus.

Agracedemos ademais a participación a todas
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Jose Javier Saiz, Robiert Sepulveda Torres, Je-
remy Barnes, Pablo Gamallo, Aitor Gonzalez-
Agirre, German Rigau & Marta Villegas. 2025.
IberoBench: A benchmark for LLM evalua-
tion in Iberian languages. En 31st Internatio-
nal Conference on Computational Linguistics,
10491–10519.

Bengoetxea, Kepa & Itziar Gonzalez-Dios.
2021. MultiAzterTest: a multilingual analy-
zer on multiple levels of language for re-
adability assessment. arXiv [cs.CL/cs.AI].

10.48550/arXiv.2109.04870

Campos Saavedra, Daniela, Paula Contreras Car-
mona, Bernardo Riffo Ocares, Mónica Véliz
& Alejandro Reyes Reyes. 2014. Compleji-
dad textual, lecturabilidad y rendimiento lec-
tor en una prueba de comprensión en escolares
adolescentes. Universitas Psychologica 13(3).

10.11144/Javeriana.UPSY13-3.ctlr

Chall, Jeanne S. & Edgar Dale. 1995. Reada-
bility revisited: The new dale-chall readability
formula. Brookline Books

Chamorro, Margarita, Ivonete da Silva & Xaqúın
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A. Caracteŕısticas dos niveis de lecturabilidade en galego

Primeiro nivel ≃ A1 (≃ Pre− Celga1)
Textos cotiáns, como mensaxes curtas de correo ou relacionados coas actividades diarias, le-
treiros, listaxes, manuais, propaganda, formularios, materiais relacionados cos seus intereses,
documentos auténticos breves (billetes, entradas, cartas de restaurante, facturas, etiquetas, pla-
nos, embalaxes, horarios, mapas...) de uso moi frecuente, instrucións sinxelas, relatos fáciles,
letras de cancións e poemas sinxelos.
Léxico-conceptual
Nomes comúns e pro-
pios.

Sufixo -iño/a. Valor dos
afixos máis frecuentes.
Superlativo en -́ısimo/a.

Adverbios máis comúns
de cantidade (moito,
pouco), modo (ben, me-
llor, amodo), exclusión
(só, soamente), afirma-
ción e negación.

Repertorio de vocabula-
rio limitado a situacións
cotiás e de especial in-
terese.

Verbal
Verbos copulativos Verbos regulares e se-

mirregulares de uso fre-
cuente (durmir, servir,
espir). Irregulares máis
frecuentes (ir, facer, es-
tar). Reflexivos e pro-
nominais máis comúns
(chamarse, esquecerse,
queixarse).

Tempos de indicativo en
presente, pasado e futu-
ro. Futuro hipotético.

Peŕıfrases máis habi-
tuais: ir + inf, es-
tar/andar + xerundio,
volver + inf, comezar a
+ inf, ter que + inf

Estrutura sintáctica
Coordinadas simples
con e, mais, ou, pero.

Oracións temporais
(cando) e comparativas
e superlativas básicas.

Afirmativas, negati-
vas, interrogativas con
part́ıculas e excla-
mativas básicas con
part́ıculas.

Subordinadas simples
con conxuncións máis
frecuentes: aśı que,
porque, cando...

Cohesión
Preposicións e locucións
preposicionais máis fre-
cuentes.

Uso de pronomes só con
referente claro. Elipse
só de elementos coñeci-
dos e moi claros.

Marcadores de orde do discurso, de espazo e de
tempo máis frecuentes (hoxe, agora, cedo, lonxe,
preto, enriba...)

Segundo nivel ≃ A2 (≃ Celga1)
Mensaxes de carácter persoal (SMS, correos, cartas) ou de carácter social con frases rutinarias,
cuestionarios sinxelos, notas e mensaxes relacionadas coas súas actividades de traballo, estudo e
ocio e textos sociais breves tipificados (para felicitar, invitar, aceptar/refusar, agradecer, solicitar
un servizo, pedir desculpas).
Xéneros textuais do primeiro nivel e tamén páxinas web, receitas, periódicos e revistas (titula-
res, novas e anuncios), horóscopos, contos e novelas curtos, anuncios de traballo... Instrucións
sobre seguridade, aparellos de uso frecuente, aloxamento, menú de restaurante, vida académi-
ca, sanidade, posolox́ıa de medicamentos... Información sinxela de formularios e documentos
administrativos (Correos, Administración Pública, bancos, entidades académicas...)
Rexistro formal e informal.
Léxico-conceptual
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Nomes comúns e pro-
pios.

Interxeccións máis fre-
cuentes.

Vocabulario de situacións cotiás e actividades
habituais (por especial interese) e un vocabula-
rio receptivo máis amplo que permita compren-
der textos (sentimentos, meteorolox́ıa, fauna e
flora, alimentación, vida académica, saúde, Ad-
ministración, tempo libre, actividades profesio-
nais máis habituais).

Sufixo -iño/a . Afixos comúns relativamente fre-
cuentes. Superlativo absoluto e relativo. Com-
parativos anaĺıticos e sintéticos máis frecuentes,
forma meirande.

Adverbios máis comúns
de cantidade (moito,
pouco), modo (ben, me-
llor, amodo), exclusión
(só, soamente), inclu-
sión (até, mesmo, in-
cluso), afirmación, ne-
gación e dúbida.

Usos de ti, vós / voste-
de, vostedes.

Verbal
Verbos copulativos Verbos regulares e semirregulares (durmir, ser-

vir, espir) e irregulares frecuentes (ser, estar, fa-
cer, saber, querer, ir, vir, haber, poder, ter, de-
ber, etc.). Reflexivos e pronominais máis comúns
(chamarse, esquecerse, queixarse, lavarse, vestir-
se).

Tempos de indicativo en
presente, pasado e fu-
turo. Futuro hipotéti-
co. Infinitivo, xerundio e
participio.

Presente de subxuntivo para expresión de dese-
xos, sentimentos e reaccións (Oxalá veñas!/Que
teñas sorte!/Sinto que marches). Imperativo pa-
ra consellos, instrucións e ordes.

Peŕıfrases habituais: estar, andar + xerundio,
volver, comezar a, ter que, estar a/para, estar
a/andar a + infinitivo, ter + participio, haber
(de) + infinitivo.

Estrutura sintáctica
Coordinadas copu-
lativas (e, mais, a
mais, nin), adversativas
(mais, pero, senón) e
disxuntivas (ou...ou,
nin...nin)

Oracións impersoais
sinxelas.

Afirmativas, negativas
(inclúındo dobre nega-
ción), interrogativas con
part́ıculas, exclamativas
e imperativas.

Subordinadas simples
con conxuncións máis
frecuentes: aśı que, por-
que, cando, ademais...

Subordinadas temporais (cando, ao + inf), causais, finais, condicionais e comparativas (máis...ca,
meirande...ca)
Cohesión
Preposicións, locucións
preposicionais, conecto-
res e enlaces máis fre-
cuentes.

Uso de pronomes só con
referente claro. Elipse
só de elementos coñeci-
dos e moi claros.

Marcadores de orde do discurso, de espazo e de
tempo máis frecuentes (hoxe, agora, cedo, lonxe,
preto, enriba...) e tamén: entón, logo, por outra
banda...

Terceiro nivel ≃ B1 ( ≃ Celga2)
Textos breves en lingua estándar relacionados coa vida cotiá que informen sobre acontecementos
ou transmitan opinións, desexos ou ordes. Tamén textos sinxelos sobre temas do seu ámbito
académico ou profesional. Entre outros: cartas de restaurantes, formularios, anuncios, folletos,
visitas tuŕısticas, hoteis, alugamento, cartas e correos, relatos, anuncios ou artigos da prensa
sobre temas de actualidade, prospectos de medicamentos, folletos de divulgación e publicitarios...
Léxico-conceptual
Nomes comúns e pro-
pios.

Vocabulario de situacións cotiás, actividades de lecer, sentimentos, do
ámbito laboral e de temas de interese xeral, como saúde, accidentes,
tecnolox́ıa, medio natural, economı́a, sociedade, xeograf́ıa, servizos...

Verbal
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Voz pasiva Tempos de indicativo en
presente, pasado e fu-
turo, futuro hipotético
e presente de subxunti-
vo dos verbos regulares
e dos irregulares máis
comúns.

Imperativo (tamén ne-
gativo) para consellos,
instrucións e ordes.

Peŕıfrases verbais de di-
versos valores: poder +
inf. (obriga), deber (de)
+ infinitivo (obriga),
haber + inf. (obriga),
ter + part. (aspecto),
andar + xer., ir + xer,
estar para + inf., poñer-
se a + inf.), volver + inf,
empezar a + inf, acabar
de + inf, deixar de +
inf, levar + xer, seguir
+ xer, dar + part...

Estrutura sintáctica
Coordinadas copulativas (e, mais, a mais, nin),
adversativas (mais, pero, senón) e disxunti-
vas (ou...ou, nin...nin), distributivas (ben... ben,
ora... ora) e explicativas (é dicir, ou sexa, isto é)

Usos de se: oracións im-
persoais, pasivas e ver-
bos reflexivos.

Afirmativas, negativas
(inclúındo dobre nega-
ción), interrogativas con
part́ıculas (tamén indi-
rectas), exclamativas e
imperativas.

Subordinadas con sub-
xuntivo e infinitivo.

Subordinadas adxectivas e substantivas, adver-
biais (causais, finais, consecutivas, condicionais,
temporais)

Estilo indirecto

Cohesión
Preposicións, locucións
preposicionais, conecto-
res e enlaces máis fre-
cuentes.

Uso de pronomes só con
referente claro. Elipse
só de elementos coñeci-
dos e moi claros.

Marcadores de orde do discurso, de espazo e de
tempo máis frecuentes e tamén entón, logo, por
outra banda...

Cuarto nivel ≃ B2 ( ≃ Celga3)
Dentro do ámbito de interese ou especialización: instrucións, información técnica, informes e
artigos, textos oficiais, institucionais ou corporativos, comunicación formal, textos period́ısticos
(inclúıdos artigos e reportaxes)
Temas xerais: notas, mensaxes, correos, foros e blogs, textos literarios sinxelos (ficción e non
ficción) contemporáneos en prosa. Textos sobre a vida cotiá, laboral e académica como: car-
tas persoais ou profesionais, textos diversos dos medios de comunicación, normas, formularios
administrativos, artigos de temáticas descoñecidas, materiais de cursos académicos.
Textos extensos e complexos.
Relacións lóxicas de conxunción, disxunción, oposición, contraste, concesión, comparación, con-
dición, causa, finalidade, resultado e correlación.
O aspecto puntual, perfectivo/imperfectivo, durativo, progresivo, habitual, prospectivo, incoa-
tivo, terminativo, iterativo e causativo.
Expresión da capacidade, necesidade, posibilidade, probabilidade, vontade, permiso, obriga,
prohibición.
Léxico-conceptual
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Interxeccións habituais. Anteposición do adxec-
tivo e do superlativo
(diferente valor)

Valor enfático dos inte-
rrogativos e exclamati-
vos pospostos.

Vocabulario común e
vocabulario especializa-
do dos ámbitos de in-
terese persoal, públi-
co, educativo e profe-
sional propios. Outras
temáticas: servizos, lin-
gua e comunicación in-
tercultural, ciencia, tec-
nolox́ıa, historia e cultu-
ra.

Expresións idiomáticas
moi habituais.

Derivación. Siglas frecuentes. Algúns modismos e ex-
presións coloquiais moi
frecuentes.

Verbal
Condicional simple
(corteśıa, desexo,
hipótese).

Peŕıfrases verbais: as
anteriores e haber de +
inf. (expresar posibili-
dade de futuro, necesi-
dade ou intención).

Voz pasiva. Imperativo (formas
usuais) e imperativos
lexicalizados comúns.

Pretérito imperfecto de
subxuntivo para hipóte-
ses.

Infinitivo conxugado. Futuro imperfecto de subxuntivo en oracións
temporais (cando), condicionais (se) e adxecti-
vas.

Estrutura sintáctica
Coordinadas afir-
mativas e negativas
copulativas, adver-
sativas, explicativas,
disxuntivas (p. Ex.
Quer... quer)

Alteración da orde ha-
bitual dos elementos na
oración con valor enfáti-
co ou focalizador.

Todas as afirmativas,
negativas, interroga-
tivas, exclamativas e
imperativas.

Pasivas.

Usos de se: oracións im-
persoais, pasivas, ver-
bos reflexivos, pronomi-
nais.

Subordinadas con indi-
cativo e subxuntivo.

Substantivas con uso
do pretérito perfecto de
subxuntivo.

Circunstanciais con in-
dicativo, subxuntivo e
infinitivo. Condicionais
con subxuntivo (presen-
te, futuro, imperfecto)
ou infinitivo, e causais.

Cohesión
Expresión do espazo e do tempo, e das relacións
espaciais e temporais.

Conectores de inicio, explicación, reformulación,
exemplificación, conclusión, etc.

Quinto nivel ≃ C1 ( ≃ Celga4)
Textos extensos e complexos de calquera ámbito de especialidade: instrucións, normativas, ad-
vertencias e informacións diversas técnicas.
Formato pouco habitual, linguaxe coloquial, humor.
Comunicación formal, profesional ou institucional. Inclúe artigos, informes, actas ou memorias do
ámbito profesional ou académico. Tamén textos period́ısticos e artigos sobre temas de actualidade
e textos literarios contemporáneos cun nivel intermedio de complexidade (lingǘıstica, estrutural
e temática).
Léxico-conceptual
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Vocabulario común e
vocabulario especializa-
do dos ámbitos de in-
terese persoal, público,
educativo e profesional
propios.

Modismos, coloquialis-
mos, rexionalismos e ar-
got.

Léxico especializado da
saúde, léxico dos ne-
gocios, mundo laboral,
económico, medio na-
tural, organismos ofi-
ciais públicos, sistema
poĺıtico, arte, literatu-
ra, música, cine, cien-
cia, tecnolox́ıa, festivi-
dades...

Expresións idiomáticas
e frases feitas.

Verbal
Peŕıfrases verbais con
varios valores.

Todos os tempos ver-
bais.

Infinitivo conxugado: usos e equivalencias en
oracións temporais, condicionais, e inf conxuga-
do / subxuntivo.

Estrutura sintáctica
Expresión da certeza, crenza, conxectura, dúbi-
da, capacidade, posibilidade, probabilidade, ne-
cesidade, obriga, prohibición, permiso, vontade,
intencionalidade, etc.

O aspecto puntual, per-
fectivo/imperfectivo,
durativo, progresivo,
habitual, prospectivo,
incoativo, terminativo,
iterativo e causativo.

Todas as afirmativas,
negativas, interroga-
tivas, exclamativas e
exhortativas.

Relacións lóxicas de conxunción, disxunción,
oposición, contraste, concesión, comparación,
condición, causa, finalidade, resultado e corre-
lación.

Oracións subordinadas substantivas, finais, mo-
dais, condicionais, adxectivas, concesivas, adver-
biais con xerundio, condicionais e causais.

Cohesión
Expresión do espazo e
do tempo, e das rela-
cións espaciais e tempo-
rais.

Conectores discursivos
de comezo, resumo,
repetición, explicación,
etc.

Outras expresións: seica, disque...

Sexto nivel ≃ C2 (≃ Celga5)
Comunicación persoal (cartas, correos, notas...) en rexistro coloquial, con modismos, fraseolox́ıa
e vocabulario espećıficos dun ámbito.
Anuncios e información con dobre sentido ou que haxa que interpretar.
Textos con trazos non normativos que pertencen a unha variedade do galego.
Textos académicos, profesionais, de opinión ou ensaio e literarios, tanto de épocas pasadas, con
variacións na lingua, coma de actualidade.
Textos complexos e mesmo ambiguos ou pouco claros, que é necesario interpretar.
Léxico-conceptual
Pronomes de solidarie-
dade e interese.

Derivación e composi-
ción.

Fraseolox́ıa en contex-
tos espećıficos. Conno-
tación, intención e po-
lisemia en textos colo-
quiais ou literarios.

Vocabulario de todos
os ámbitos, entre eles:
relacións, vivenda, pai-
saxe, servizos públicos,
sociedade, tempo libre,
actividades comerciais,
saúde, educación...

Verbal
Formas verbais simples e peŕıfrases para expre-
sar a temporalidade.

Todas as formas verbais e usos.

Estrutura sintáctica
Alteracións da orde dos elementos da oración. Todas as estruturas sintácticas e usos.
Cohesión
Todos os conectores e usos.
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