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Resumo

Combinando cofiecementos das dreas de lingiiisti-
ca computacional e de psicolingiiistica, neste traballo
explorase o conecemento sintactico dos modelos de
linguaxe neurais, concretamente o principio da con-
cordancia suxeito-verbo en galego e portugués. Co fin
de estudar se os modelos procesan este fenémeno de
forma semellante aos humanos, elaboraronse dous da-
tasets (un en galego e outro en portugués) con 16 ora-
ciéns e 8 variantes para cada unha delas, que tenen
en conta a gramaticalidade, a presenza ou ausencia
dun distractor e a distancia entre o suxeito e o ver-
bo principal. Con estes elementos, realizaronse avalia-
cions de aceptabilidade a falantes destas linguas para
comprobar a aceptabilidade das oraciéns en relaciéon
as variables referidas. Cunha version adaptada dos da-
tasets, avalidronse modelos de lingua neurais para ga-
lego e portugués. Os resultados parecen indicar que,
ainda que tanto humanos coma modelos distinguen
entre oraciéns gramaticais e agramaticais, os falan-
tes amosan maior precision e incluso se benefician dos
distractores, mentres que estes confunden os LMs, es-
pecialmente en contextos longos.

Palabras chave

modelos de linguaxe, sintaxe, concordancia suxeito-
verbo, galego, portugués

Abstract

Combining knowledge from the areas of compu-
tational linguistics and psycholinguistics, this paper
explores the syntactic knowledge of neural language
models, specifically the principle of subject-verb agre-
ement in Galician and Portuguese. In order to study
whether the models process this phenomenon in a si-
milar way to humans, two datasets were created (one
in Galician and one in Portuguese) with 16 sentences
and 8 variants for each of them, taking into account
grammaticality, the presence or absence of a distrac-
tor and the distance between the subject and the main
verb. With these elements, surveys were carried out
with speakers of these languages to check the accep-
tability of the sentences in relation to the variables
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referred to. Using an adapted version of the datasets,
neural language models for Galician and Portuguese
were evaluated. The results show that although both
humans and models distinguish between grammatical
and ungrammatical sentences, speakers exhibit grea-
ter accuracy and even benefit from distractors, while
these confuse LMs, especially in long contexts.

Keywords

language models, syntax, subject-verb agreement, Ga-
lician, Portuguese

1. Introducién

Os modelos de linguaxe (LMs, do inglés Lan-
guage Models) convertéronse nun dos eixos cen-
trais do procesamento da linguaxe natural grazas
4 sta capacidade de xerar embeddings contertua-
lizados ou representacions vectoriais que integran
informacién léxica, semantica e sintactica (Caseli
& Nunes, 2024). A evolucién das arquitecturas,
especialmente co paso das redes neurais recorren-
tes (RNN) aos transformers (baseados no me-
canismo de self-attention), permitiu mellorar a
aprendizaxe de relaciéns de dependencia na lin-
gua (Jurafsky & Martin, 2026). Modelos como
BERT ou GPT exemplifican esta nova xeracién
de LMs de grande escala.

Entre as moitas dubidas que rodean os mo-
delos de linguaxe estd a cuestién de se estes ad-
quiren e comprenden a estrutura sintactica das
linguas como o fan as persoas ou se se limitan a
emular o comportamento lingiifstico humano ba-
seandose na recompilacion de texto sobre a que
se adestran. De ser asi, afirmaciéns como a de
Raposo (1992), “as linguas naturais [...] sdo ad-
quiridas e faladas espontaneamente apenas pelos
membros da espécie humana, isto é, por orga-
nismos com um determinado tipo especifico de
estrutura e organizacao mental”, poderian que-
dar obsoletas. Esta incégnita foi a que motivou o
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presente traballo, que busca revelar se os mode-
los de linguaxe adquiren realmente unha lingua
coma nos.

Concretamente, o obxectivo deste estudo
é comparar o procesamento da concordancia
suxeito-verbo en falantes de galego e portugués
e en modelos de linguaxe neurais destas linguas.
Para isto, avaliaremos os humanos e os LMs utili-
zando un dataset elaborado de forma controlada
para cada idioma coa finalidade de comprobar co-
mo os factores externos a esta dependencia afec-
tan 4 capacidade de resolucion das persoas e dos
modelos. En concreto, consideramos dous facto-
res: (i) a distancia entre o nicleo do suxeito e o
verbo principal e (ii) a presenza ou ausencia dun
distractor. Un exemplo ilustrativo é a oracién:

O cabalo que ten mnovas ferraduras
atravesa | *atravesan o campo ao ga-
lope.

Na secuencia, o distractor ferraduras concorda en
numero coa forma agramatical (atravesan) e per-
mite comprobar se o modelo vincula o verbo coa
palabra inmediatamente precedente ou se é quen
de identificar a relacién xerdrquica co nicleo do
suxeito (cabalo).

Dunha banda, esperamos que os resultados de-
mostren que os humanos non tenen dificultades
identificando a concordancia suxeito-verbo e a
agramaticalidade daquelas oraciéons que non si-
gan este principio sintactico, xa que como falan-
tes tenien interiorizada a gramatica da sua lin-
gua (Raposo, 1992). Respecto aos modelos de
linguaxe, agardamos que neles o procesamento
deste fenémeno estea condicionado pola presen-
za de distractores e pola distancia entre o suxeito
e o verbo. Esta hipdtese baséase nos resultados
de estudos sobre procesamento da concordancia
dos LMs en inglés, os modelos méis avanzados e
adestrados nunha lingua cun sistema morfoldxi-
co menos complexo que o das romances. Linzen
et al. (2016) apuntan que estes “poden aprender
a realizar a tarefa de concordancia verbo-nume-
ro na maioria dos casos, ainda que o seu indi-
ce de erro aumenta nas oracions particularmente
complexas”. Ademais, debido a que en inglés “o
nucleo do suxeito resulta ser o nome que precede
o verbo [...], xeralmente a precisiéon non aporta
directamente informacién sobre se as redes neu-
rais profundas son quen de identificar o nicleo
do suxeito” (Linzen & Baroni, 2021) e, polo tan-
to, se son quen de procesar a relacién sintactica
entre este e o verbo principal.

2. Estado da arte

A avaliacion da capacidade dos modelos de lin-
guaxe neurais para procesar estruturas sintacti-
cas, e en particular a concordancia suxeito-verbo,
converteuse nunha das linas de investigacion mais
activas no Procesamento da Linguaxe Natural
(PLN).

O estudo pioneiro de Linzen et al. (2016) cen-
trouse en comprobar se as redes LSTM (Long
Short-Term Memory) podian identificar relaciéns
de dependencia en inglés. Mediante a number
prediction task, na que se lle presenta ao mo-
delo unha oracién incompleta para que predi-
ga o numero do verbo ausente, observouse que
as LSTMs adestradas especificamente eran quen
de reconiecer a concordancia, mais os modelos de
linguaxe xenéricos precisaban dunha supervisién
explicita. Ademais, a presenza de distractores in-
crementaba significativamente a taxa de erro.

Traballos posteriores ampliaron esta perspec-
tiva. Gulordava et al. (2018) incorporaron linguas
tipoloxicamente diversas (italiano, hebreo, ruso),
introducindo tamén oraciéns gramaticais mais se-
manticamente anémalas, a fin de evitar que o mo-
delo se apoiase en pistas léxicas. Ademais, avalia-
ron datos sobre o procesamento destas estruturas
en italiano por parte de humanos. Os resultados
amosaron que as LSTMs poden xestionar concor-
dancias a longa distancia, tanto en oraciéns natu-
rais como nas sen sentido, se ben a stia precision
dimintie coa presenza de distractores, de maneira
similar ao que sucede cos falantes humanos.

Na mesma lina, Marvin & Linzen (2018) de-
sefiaron un conxunto de probas controladas ( Tar-
geted Syntactic Evaluation) para avaliar a gra-
maticalidade das prediciéns. A comparacién dos
resultados dos LMs cos xuizos humanos puxo de
manifesto que, malia o baixo rendemento relativo
dos modelos, os erros de ambos sistemas amosan
certas similitudes, o que suxire unha posible con-
verxencia representacional.

O avance dos modelos baseados en transfor-
mers abriu un novo escenario. Goldberg (2019)
mostrou que BERT procesa con grande precision
a concordancia suxeito-verbo en inglés, superan-
do amplamente os resultados previos con LSTMs.
Porén, Mueller et al. (2020), que experimentaron
con inglés, francés, aleman, hebreo e ruso, eviden-
ciaron que este comportamento varia segundo a
lingua: os modelos monolingiies superan os mul-
tilinglies, e a riqueza morfoloxica inflile na sda
capacidade para identificar dependencias. BERT
multilingiie, por exemplo, presenta altos niveis de
acerto en inglés mais limitacions notables noutras
linguas.
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A cuestién da sistematicidade do conecemento
sintactico foi retomada por Newman et al. (2021),
quen observaron que os modelos poden actuar co-
mo “potenciais modelos psicolingiiisticos”, é di-
cir, que poden ser comparados con datos do pro-
cesamento sintactico humano. Con todo, a TSE
tende a sobreestimar as suas capacidades.

En relacién co galego e o portugués, destacan
dous estudos. Garcia & Crespo-Otero (2022) ava-
liaron a concordancia de niimero, xénero e persoa
en modelos BERT, concluindo que estes procesan
ben as estruturas sintdcticas, mais amosan difi-
cultades cando intervenen distractores en contex-
tos longos. Pola sta parte, de Dios-Flores & Gar-
cia (2022) verificaron a capacidade de distintos
BERT monolingiies e multilingiies para identi-
ficar concordancias suxeito-verbo e substantivo-
adxectivo en galego. Asi, constataron que o ta-
mano do corpus de adestramento é determinan-
te: os modelos con mais datos (BERT) superan
amplamente os de menor tamano (Bertinho).

Cémpre salientar que, malia o valor destes tra-
ballos, os datasets empregados non sempre foron
elaborados de maneira sistematica nin se compa-
raron directamente cos xuizos de falantes huma-
nos. A presente investigacién busca avanzar ne-
se punto, contribuindo con datasets controlados
para a avaliacion da concordancia suxeito-verbo
en galego e portugués, e incorporando por vez
primeira nestas linguas a metodoloxia da surpri-
sal, que permite aproximar o grao de gramati-
calidade asignado polos modelos. Ao confrontar
os resultados dos LMs cos dos falantes, aspirase
non sé a mellorar a avaliacién dos modelos nes-
tas duas linguas, senén tamén a achegar novas
evidencias sobre a sua capacidade para reflectir
aspectos do procesamento humano da sintaxe.

3. Materiais e metodoloxia

Nesta seccién describense os datos, modelos
e metodoloxia empregados para dar resposta as
preguntas de investigacién formuladas na intro-
ducién.

3.1. Materiais

A nosa andlise baséase en dous eixos princi-
pais: os datasets e os modelos de linguaxe. Estes
materiais constitien a base dos experimentos rea-
lizados e a suia construcién e escolla son esenciais
para garantir a validez da investigacién.

8.1.1. Datasets

Elabordronse dous datasets, un en galego' e
outro en portugués?, cada un deles con 16 ora-
ciéns, a partir das cales se xeraron 8 variantes
considerando tres factores: (i) a distancia entre o
suxeito e o verbo principal (contexto), (ii) a pre-
senza dun distractor e (iii) a gramaticalidade da
oracién. Cada dataset esta composto por 128 ora-
cions, avaliadas tanto en experimentos con falan-
tes humanos como con modelos de linguaxe.

Os suxeitos foron seleccionados de maneira
sistemdatica e balanceada: 4 oraciéns con subs-
tantivo masculino singular, 4 con masculino plu-
ral, 4 con feminino singular e 4 con feminino
plural. Engadiuse tamén diversidade seméntica
(ex.: [+animal], [- concreto], [+humano), [- ani-
mado]), aspecto ausente en estudos anteriores.
O Cadro 1 exemplifica as oito variantes dunha
mesma oracion.

Os verbos e substantivos seleccionaronse dos
vocabularios dos modelos a avaliar (vid. infra),
excluindo as palabras de maior frecuencia para
evitar que os resultados reflectisen unicamente
casos triviais de aprendizaxe estatistica.

Distinguimos dous tipos de contexto: curto ou
short agreement dependecy (ata 5 palabras entre
nicleo de suxeito e verbo) e longo ou long agre-
ement dependency (8-10 palabras). A presenza
dun distractor? foi introducida como factor adi-
cional, dado que pode interferir tanto en huma-
nos como en modelos (Linzen et al., 2016; Gulor-
dava et al., 2018; Garcia & Crespo-Otero, 2022;
de Dios-Flores & Garcia, 2022). Finalmente, para
cada combinacién de contexto e distractor, cons-
truironse versiéns gramaticais e agramaticais.

"https://github. com/helenaperezpuente/
agreement-verbsubject-GL-PT/blob/main/dataset_
GL.x1lsx

’https://github.com/helenaperezpuente/
agreement-verbsubject-GL-PT/blob/main/dataset_
PT.x1lsx

3Nestes datasets, consideramos como distractor unica-
mente a palabra inmediatamente anterior ao verbo prin-
cipal que difire en niimero co nicleo do suxeito e polo
tanto tamén coa alternativa verbal gramatical desa ora-
cién (ex.: “O cabalo que sacode a crina da cor das amo-
ras atravesa o campo ao galope.”). Con todo, hai que ter
en conta que outras palabras préximas que non precedan
inmediatamente ao verbo tamén poden actuar como dis-
tractores.


https://github.com/helenaperezpuente/agreement-verbsubject-GL-PT/blob/main/dataset_GL.xlsx
https://github.com/helenaperezpuente/agreement-verbsubject-GL-PT/blob/main/dataset_GL.xlsx
https://github.com/helenaperezpuente/agreement-verbsubject-GL-PT/blob/main/dataset_GL.xlsx
https://github.com/helenaperezpuente/agreement-verbsubject-GL-PT/blob/main/dataset_PT.xlsx
https://github.com/helenaperezpuente/agreement-verbsubject-GL-PT/blob/main/dataset_PT.xlsx
https://github.com/helenaperezpuente/agreement-verbsubject-GL-PT/blob/main/dataset_PT.xlsx
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Contex. Dis. Gra. Oracion

Curto Sen  Gra.
Curto Sen  Agra.
Curto Con Gra.
Curto Con  Agra.

Longo Sen  Gra.
trato.
Longo Sen  Agra.

contrato.

Longo Con Gra.
asinou o contrato.
Longo Con Agra.

asinaron o contrato.

A propietaria que leu as paxinas detidamente asinou o contrato.
A propietaria que leu as pdxinas detidamente asinaron o contrato.

A propietaria que puxo as condiciéns asinou o contrato.
A propietaria que puxo as condiciéns asinaron o contrato.

A propietaria que estaba encantada coas condiciéns propostas onte asinou o con-

A propietaria que estaba encantada coas condiciéns propostas onte asinaron o

A propietaria que estaba encantada coas condiciéns propostas naquelas paxinas

A propietaria que estaba encantada coas condiciéns propostas naquelas paxinas

Cadro 1: As oito variantes da oracién nimero 9 do dataset para galego con variacién de contexto

(contex.), distractor (dis.) e gramaticalidade (gra.).

3.1.2. Modelos

Foron avaliados tres modelos baseados en
transformers*, sempre na stia versién base (12 ca-

pas):

= Bertinho-base (Vilares et al., 2021), modelo
monolingiie en galego adestrado coa Wikipedia
galega (45M palabras; vocabulario de 30.000
tokens).

= BERT-gl-base (Garcia, 2021), tamén mo-
nolingiie en galego, adestrado cun corpus de
500M palabras e vocabulario de 119.547 tokens
(Garcia & Crespo-Otero, 2022).

= BERTimbau-base (Souza et al., 2020), mo-
delo monolingiie en portugués adestrado con
2,68 billons de tokens do BrWaC e vocabula-
rio de 30.000 tokens.’

3.2. Metodoloxia

Desendronse tres experimentos: (i) avaliaciéns
de aceptabilidade con falantes, (ii) Targeted Syn-
tactic Evaluation (TSE) e (iii) andlise baseada en
surprisal. Os dous ultimos céntranse nos modelos
de linguaxe e permiten comparar o seu rendemen-
to co dos falantes humanos.

4 Avalidronse unicamente modelos de linguaxe bidirec-
cionais, xa que un dos obxectivos principais deste proxecto
é ampliar a investigacion existente sobre diferentes ver-
siéns de BERT para o galego e o portugués, sen entrar na
comparativa con arquitecturas causais.

SCémpre ter en conta que BERTimbau-base foi ades-
trado principalmente en portugués do Brasil, mais consi-
deramos que isto non afecta 4 avaliaciéon da concordancia
suxeito-verbo. Exploraronse outros modelos para o portu-
gués europeo, mais non se empregaron por teren o inglés
como vocabulario base.

3.2.1. Compilacion de datos de falantes

A avaliacién cos falantes levouse a cabo me-
diante avaliacions de aceptabilidade en Microsoft
Forms. Desendronse 8 para galego e 8 para por-
tugués, cada unha con 16 oraciéns (unha variante
de cada item do dataset).® Asi, cada participante
avaliou un subconxunto reducido, o que permitiu
minimizar a fatiga e garantir unha maior calidade
nas respostas (Langsford et al., 2018).

Cada oracién foi seguida dunha escala Likert
do 1 ao 5, unha metodoloxia habitual e robus-
ta para recoller graos de aceptabilidade mesmo
con mostras pequenas (Langsford et al., 2018;
Bross, 2019). Para evitar que a terminoloxia con-
dicionase as respostas, empregouse a expresion
“ben formadas” en lugar de “gramaticais” ou
“correctas”, seguindo recomendaciéns en psico-
lingiiistica e avaliacién de xuizos de aceptabilida-
de (Bross, 2019; de Dios-Flores et al., 2023).

As avaliaciéns de aceptabilidade comezaban
cunha breve introducién explicativa superficial,
sen termos técnicos, que explicaba que se trata-
ba dun estudo sobre como as persoas procesa-
mos a lingua.” Ademais, recolléronse datos sobre
a competencia lingiiistica dos participantes (pre-
guntando pola sia condicién de falantes nativos
e o nivel autodeclarado en caso contrario), tanto
en galego como en portugués.®

Shttps://github.com/helenaperezpuente/
agreement-verbsubject-GL-PT/blob/main/surveys.md

"“Este cuestionario forma parte dun Traballo de Fin de
Grao sobre linguas e tecnoloxias. En concreto, a finalidade
desta breve enquisa (menos de 3 mins.) é observar como
as persoas entendemos a lingua”.

8Neste estudo, a categoria de “non nativos” refirese
a falantes que non adquiriron a lingua como L1 estri-
ta, pero que demostran unha competencia avanzada e un
uso habitual da mesma. No contexto galego, este perfil
correspéndese maioritariamente con neofalantes, mentres


https://github.com/helenaperezpuente/agreement-verbsubject-GL-PT/blob/main/surveys.md
https://github.com/helenaperezpuente/agreement-verbsubject-GL-PT/blob/main/surveys.md
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Finalmente, a distribucién das variantes foi
realizada de forma sistematica mediante o uso do
deseno en cadrado latino, garantindo asi que cada
participante recibise unha combinacion equilibra-
da de factores (contexto, distractor, gramaticali-
dade) sen que se puidesen identificar padréns.

3.2.2. Compilacion de datos de modelos

Surprisal. A metodoloxia de surprisal consiste
en cuantificar a sorpresa que experimenta un mo-
delo de linguaxe ante unha palabra nun contexto
determinado. O valor de token surprisal calcila-
se como o logaritmo da probabilidade inversa de
que esa palabra apareza no contexto oracional
(Hale, 2001; Rezaii et al., 2023). Valores madis
baixos indican que o modelo considera a palabra
mais probable no contexto e, polo tanto, “menos
sorprendente”. Esta medida correlaciénase co es-
forzo de procesamento humano e os tempos de
lectura (Hale, 2001).

Para este experimento, os datos de entrada
consisten en pares de oraciéns completas (sen po-
siciéns ocultas): unha variante gramatical e outra
agramatical. A adaptacién dos datasets é relati-
vamente directa: creouse un arquivo CSV con tres
columnas: nimero de oracién, texto da oracion e
gramaticalidade (Right ou Wrong).

Item Oracion Gram.
1 O cabalo que sacode a crina  Right
da cor das amoras atravesa
0 campo ao galope.
1 O cabalo que sacode a crina  Wrong

da cor das amoras atravesan
0 campo ao galope.

Cadro 2: Exemplo da adaptacién das variantes
da oracion 1 do dataset galego para surprisal.

O célculo realizouse mediante a librarfa
minicons’ (Misra, 2022). Cada modelo
(Bertinho-base, BERT-gl-base e BERTimbau-
base) avaliouse sobre o dataset adaptado
correspondente (GL ou PT). O output obtido
converteuse & escala Likert (1-5), permitindo a
comparacién directa cos datos humanos.

TSE. A Targeted Syntactic Evaluation (TSE)
é unha metodoloxia que avalia o conecemento
sintactico dun LM mediante oraciéns nas que se

que no contexto portugués abrangue falantes de herdan-
za ou en contexto migratorio. A sda inclusién garante a
representatividade da realidade sociolingiiistica destas co-
munidades.
“https://github.com/kanishkamisra/minicons

oculta un elemento para o que se presentan dias
alternativas: a gramatical e a agramatical (New-
man et al., 2021). A precisién do modelo calciilase
como a proporciéon de casos en que asigna maior
probabilidade & alternativa correcta.

Para adaptar os datasets & TSE, reducironse
as variantes 4 metade, dado que a gramaticalida-
de xa se incorpora nas alternativas presentadas.
Por exemplo, o Cadro 3 mostra a adaptacion da
oracién 4 do dataset galego, onde o simbolo “*”
indica a posicién do verbo a predicir.

A execucién do experimento realizouse en Go-
ogle Colab, onde se tokenizaron as oraciéns e se
obtivo o indice da posicién oculta e prediciéns do
modelo. O output asigna 1 se a alternativa gra-
matical é mais probable, e 0 en caso contrario.
Finalmente, a precisién calcilase como a razén
entre oraciéns correctamente preditas e o total
de oraciéns avaliadas.

4. Experimentos e resultados

4.1. Experimentos

Para a recoleccién de datos humanos empre-
gouse o método das avaliaciéns de aceptabilidade.
Estas foron distribuidas entre falantes nativos e
persoas cunha alta competencia na lingua obxec-
to de estudo. Participaron 93 individuos en total:
76 nas avaliacions de aceptabilidade para galego
e 17 nas de portugués.

En galego (GL) recolléronse polo menos tres
valoraciéns diferentes por oracién, mentres que
en portugués (PT) houbo como minimo unha res-
posta por oraciéon. A autopercepcién lingiifstica
dos participantes non nativos foi elevada: 4,87 de
media sobre 5 no caso do portugués e 3,95 no
caso do galego, valor este ultimo que debe ser in-
terpretado & luz da situacion sociolingiiistica do
idioma.!9

No que atinxe aos modelos de linguaxe, rea-
lizdronse dous experimentos principais: surprisal
e TSE (Targeted Syntactic Evaluation), aplica-
dos aos LMs Bertinho-base e BERT-gl-base para
galego e BERTimbau-base para portugués.

10No marco da complexa relacién entre os galegofalantes
e o estdndar da lingua, é preciso matizar que na investiga-
cién non se tivo en conta o impacto da falta de familiari-
dade con certa terminoloxia estdndar. En traballos futuros
poderiase illar esta variable, xa que a reaccién ante estes
termos poderia condicionar os seus xuizos lingiiisticos.


https://github.com/kanishkamisra/minicons
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Alt. Alt.
Item Variante TSE correcta incorrecta
4 O sol que luciu con forza este venres nas costas galegas * que se superasen os 30 graos. fixo fixeron
4 O sol que luciu intensamente * que se superasen os 30 graos. fixo fixeron

Cadro 3: Exemplo da adaptacién das variantes da oracién 4 do dataset galego para a TSE.

4.2. Resultados

A continuacién preséntanse os resultados das
avaliaciéns de aceptabilidade e dos experimentos
con LMs. Nas descricions facemos referencia a va-
lores medios.

4.2.1. Resultados das avaliacions de
aceptabilidade con humanos

Os falantes valoraron claramente de forma di-
ferente as oraciéns gramaticais e as agramaticais.
A continuacién presentamos polo miido os resul-
tados.

Distractor. As oraciéns con distractor recibi-
ron puntuaciéns madis altas que as que non o
tenen, tanto en exemplos gramaticais como en
agramaticais. Por exemplo, en galego as oraciéns
gramaticais con distractor acadaron unha media
de 4,42 fronte a 3,87 das sen distractor, mentres
que en portugués recibiron un 4,11 e un 3,82 res-
pectivamente. Aquelas agramaticais con distrac-
tor tamén foron valoradas de media cunha cifra
mais alta que as que non presentan este elemen-
to: 2,31 (GL) e 1,80 (PT), fronte a 2,14 (GL) e
1,57 (PT).

Contexto. As oraciéns de contexto curto fo-
ron mellor valoradas que as de contexto longo
en ambas as linguas. En galego, as gramaticais
de contexto curto recibiron 4,32 puntos de media
fronte a 3,97 das de contexto longo. No portugués
observouse unha tendencia semellante, ainda que
nas oracions agramaticais houbo unha inversién
lixeira (1,76nas de contexto longo fronte a 1,62
nas de contexto curto).

As combinaciéns de contexto e distractor amo-
saron efectos complexos. Por exemplo, en ga-
lego as oraciéns de contexto longo gramaticais
con distractor foron mellor valoradas (4,38) que
as sen distractor (3,56). No portugués, en cam-
bio, as oracions agramaticais de contexto curto
sen distractor recibiron a menor puntuacion me-

dia (1,33).

Condicién  Galego Portugués
.. Gram. 4,14 3,97
Gramaticalidade Agram, 2,92 1,69
Con (gr.) 4,42 4,11
. Sen (gr.) 3,87 3,82
Distractor Con (agr.) 2,31 1,80
Sen (agr.) 2,14 1,57
Curto (gr.) 4,32 4,22
Longo (gr.) 3,97 3,71
Contexto Curto (agr.) 2,29 1,62
Longo (agr.) 2,15 1,76

Cadro 4: Resultados das avaliaciéns de acepta-
bilidade con humanos.

4.2.2. Resultados dos LMs: surprisal

A avaliacién con surprisal mostrou diferenzas
claras entre oraciéns gramaticais e agramaticais,
ainda que menos marcadas que nos humanos.

Galego. En primeiro lugar, ambos os modelos
distinguen entre oraciéns gramaticais e agramati-
cais, ainda que BERT-gl-base mostra unha sepa-
racion madis marcada. No caso de Bertinho-base,
as oracions gramaticais acadaron unha media de
3,70 fronte a 2,87 nas agramaticais, mentres que
BERT-gl-base obtivo 3,59 fronte a 2,43.

A presenza de distractores tivo un efecto des-
igual: en Bertinho-base, as oraciéns gramati-
cais sen distractor (3,78) foron lixeiramente mais
aceptables que con distractor (3,63); en cambio,
BERT-gl-base apenas amosou diferenzas (3,592
vs. 3,587). Curiosamente, este ultimo modelo
considera as agramaticais con distractor (2,70)
mais aceptables ca as sen distractor (2,40).

No relativo ao contexto, ambos os modelos
atriblien maior aceptabilidade as oraciéns gra-
maticais de contexto curto (Bertinho-base: 3,76;
BERT-gl-base: 3,63) que as de contexto longo
(3,64 e 3,55 respectivamente). Para as oracions
agramaticais, as diferenzas entre contextos son
minimas.

Portugués. No caso de BERTimbau-base,
obsérvase unha clara diferenciaciéon entre ora-
ciéns gramaticais (4,12) e agramaticais (3,08).
A presenza de distractor incrementa lixeiramen-
te a aceptabilidade tanto en oraciéns gramati-
cais (4,16 vs. 4,08) coma en agramaticais (3,17
vs. 2,96).
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Condicién Bertinho BERT-gl
.1 Gram. 3,70 3,59
Gramaticalidade Agram. 287 9,43
Con (gr.) 3,63 3,59
. Sen (gr.) 3,78 3,59
Distractor Con (agr.) 2.87 2.70
Sen (agr.) 2,87 2,40
Curto (gr.) 3,76 3,63
Longo (gr.) 3,64 3,55
Contexto Curto (agr.) 2,87 2,41
Longo (agr.) 2,87 2,45

Cadro 5: Resultados de surprisal en galego.

A nivel de contexto, as oraciéns gramaticais
de contexto curto (4,23) superan as de contexto
longo (4,02). Do mesmo xeito, as oraciéns agra-
maticais de contexto curto (3,11) resultan lixei-
ramente menos aceptables cas de contexto lon-

go (3,06).

Condicién BERTimbau-base
- Gram. 4,12
Gramaticalidade Agram. 3,08
Con (gr.) 4,16
. Sen (gr.) 4,08
Distractor Con (agr.) 3,17
Sen (agr.) 2,96
Curto (gr.) 4,23
Longo (gr.) 4,02
Contexto Curto (agr.) 3,11
Longo (agr.) 3,06

Cadro 6: Resultados de surprisal en portugués.

4.2.8. Resultados dos modelos de linguaxe: TSE

Os resultados da TSE (vid. Figura 1) amo-
san unha grande disparidade entre os modelos:
Bertinho-base non supera a probabilidade alea-
toria (0,34); BERT-gl-base acada unha precisién
sélida (0,66) pero cae en contextos longos con dis-
tractor; mentres que BERTimbau-base ofrece os
mellores resultados (0,73), especialmente en con-
textos curtos sen distractor (0,94).

4.3. Discusién

Resultados de humanos. Os datos confir-
man que os falantes identifican con claridade a
dependencia suxeito-verbo, incluso en oraciéns
con distractores. Naquelas agramaticais, obsérva-
se un aumento na puntuacion de aceptacion can-
do o distractor esta presente. Este achado é con-
sistente co efecto de atraccién de concordancia
(agreement attraction effect) ben documentado
na area da psicolingiiistica (Bock & Miller, 1991;
Wagers et al., 2009). Neste contexto, a presenza

Resultados da avaliacion TSE
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Figura 1: Resultados da avaliacién TSE.

dun distractor que concorda en nimero co ver-
bo xera unha “ilusiéon de gramaticalidade”, o que
dificulta a deteccién do erro por parte do lector
(Wagers et al., 2009). En segundo lugar, nas ora-
ciéns gramaticais, a presenza do distractor tamén
incrementou significativamente as puntuaciéns.
Dado que a teoria de Wagers predi interferen-
cia nas condiciéns gramaticais, esta mellora po-
de ser resultado da carga informativa ou da pro-
babilidade semantica das construcions avaliadas.
Unha lina de investigacion futura seria explorar
0s mecanismos de procesamento nestes casos con
técnicas de eye-tracking e andlise de tempos de
lectura.

Resultados de modelos. BERT-gl-base su-
pera a Bertinho-base na diferenciacién entre ora-
ciéns gramaticais e agramaticais, coincidindo con
traballos previos (Garcia & Crespo-Otero, 2022;
de Dios-Flores & Garcia, 2022; de Dios-Flores
et al., 2023). O contexto curto é mais doadamente
procesado ca o longo, e a presenza de distractor
tende a confundir os modelos, atribuindo maior
aceptabilidade &s oraciéns incorrectas.

En portugués, BERTimbau destaca pola sia
maior precision global. Con todo, tamén mostra
unha certa vulnerabilidade ante os distractores,
o que confirma que estes elementos representan
un reto para os LMs (efecto de atraccién de con-
cordancia).
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Comparativa: Humanos vs Modelos (Galego e Portugués)
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Figura 2: Comparacién de xuizos humanos e surprisal dos modelos. As abreviaturas G/A refirense a
Gramatical /Agramatical, Con/Sen a con/sen distractor, e Curto/Longo a contexto curto/longo.

Comparacién entre humanos e modelos.
Os humanos procesan mellor que os LMs a con-
cordancia suxeito-verbo, distinguindo con mais
claridade entre oraciéns gramaticais e agrama-
ticais, como mostra a Figura 2. Ademais, men-
tres que para os modelos os distractores introdu-
cen ruido, para os falantes parecen ter un efec-
to positivo inesperado na avaliacion da aceptabi-
lidade das cadeas lingiiisticas gramaticais. Tan-
to humanos como modelos comparten a dificul-
tade no procesamento de oraciéns con contexto
longo, ainda que a intensidade do efecto é ma-
ior nos LMs. Asi, as variantes que os modelos de
linguaxe procesan mellor son as oraciéns de con-
texto curto sen distractor, mentres que os falan-
tes, en xeral, procesan mellor aquelas de contexto
curto con distractor.

Finalmente, cémpre matizar o alcance do
termo “procesamento” empregado neste estudo.
As métricas utilizadas céntranse no resultado fi-
nal da comprensién sintictica e non nos meca-
nismos cognitivos ou computacionais que operan
en tempo real. Tanto os xuizos emitidos polos fa-
lantes como as probabilidades xeradas polos mo-
delos constitiien medidas a posteriori: reflicten a
competencia gramatical a través dunha respos-

ta posterior 4 analise da oracién, e non mediante
a observacién directa dos procesos internos que
tefien lugar durante a lectura.

5. Conclusiéns e traballo futuro

Neste traballo presentouse unha avaliacion das
habilidades sintacticas para procesar a concor-
dancia suxeito-verbo en modelos de linguaxe neu-
rais para galego e portugués, asi como en falan-
tes nativos e altamente competentes de ambas as
dias linguas. O obxectivo principal era compro-
bar se os LMs son quen de codificar a estrutura
sintactica da lingua e se esta codificacion é equi-
parable 4 adquisicion de conecementos lingiiisti-
cos en humanos.

Para tal fin construironse dous datasets
(GL e PT), controlando variables de interese co-
mo a gramaticalidade, a presenza de distracto-
res, a distancia entre o nucleo do suxeito e o
verbo, e a frecuencia destes elementos nun cor-
pus de referencia. Estes materiais permitiron le-
var a cabo tres experimentos: (i) avaliaciéns de
aceptabilidade a falantes, (ii) avaliacién por sur-
prisal e (iii) avaliacién mediante Targeted Syn-
tactic Evaluation (TSE). Testedronse os mode-
los Bertinho-base (GL), BERT-gl-base (GL) e
BERTimbau-base (PT).
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Os resultados mostran que tanto falantes co-
mo modelos discriminan entre oraciéns grama-
ticais e agramaticais, mais os humanos estable-
cen diferenzas mais acusadas. De feito, a presen-
za dun distractor nas oraciéons gramaticais amo-
souse facilitadora para os falantes, en contra do
esperado, mentres que tivo un efecto negativo pa-
ra os modelos. Isto suxire que a representacion
sintactica dos LMs se ve perturbada por facto-
res lineais en consonancia co efecto de atraccion
de concordancia, ao contrario que nos humanos.
Ademais, tanto en persoas como en modelos a
distancia longa entre suxeito e verbo dificulta
o procesamento, o que confirma a complexidade
deste tipo de dependencias.

En canto ao rendemento dos modelos, ato-
pamos diferenzas salientables: o LM portugués
BERTimbau-base acadou unha precisiéon xeral do
73 %, con valores superiores ao 80 % e mesmo ao
90 % en determinados contextos; BERT-gl-base
chegou ao 66 % e superou tamén o 80 % nalgtins
casos; mentres que Bertinho-base, adestrado cun
corpus mais reducido, ficou nun 34 % de precisién
xeral, situdndose mesmo por debaixo da media
probable (below-chance performance). Estes da-
tos parecen confirmar que o tamaifio do corpus de
adestramento é chave para a robustez sintdctica
dos LMs.

Como linas de traballo futuro, proponemos
afondar no impacto dos distractores no proce-
samento humano da dependencia suxeito-verbo
gramaticais mediante técnicas da psicolingiiisti-
ca, como eye-tracking ou rexistro dos tempos
de lectura. Asi mesmo, resulta pertinente aplicar
andlises estatisticas mais complexas (tests de sig-
nificancia, correlaciéns, etc.) que permitan mati-
zar a comparacion entre resultados de modelos
e humanos. Tamén consideramos de interese am-
pliar a avaliacion a outros fenémenos sintacticos,
empregando a metodoloxia descrita e adaptando
para galego e portugués os datasets disponibles
en inglés (Warstadt et al., 2020). Unha via adicio-
nal é avaliar modelos multilingiies, explorando se
a aprendizaxe cruzada favorece a xeneralizacién
destas dependencias en linguas préximas.

Ademais de achegar dous novos datasets cons-
truidos de forma sistematica para avaliar modelos
en galego e en portugués, contribuimos ao esta-
do da arte coa primeira comparacién nestas lin-
guas do procesamento da dependencia suxeito-
verbo en modelos e falantes, sendo usada por
vez primeira a metodoloxia surprisal nesta ta-
refa en galego e portugués. Asi, con este traba-
llo colabdrase na ampliacién da investigacion pa-
ra linguas minoritarias e economicamente menos
potentes en relacién ao inglés na area das tecno-

loxias da linguaxe, o que “favorece o seu prestixio
(un factor decisivo na normalizacién lingiiistica),
mais tamén garante os dereitos lingiiisticos dos
cidadans, reduce a desigualdade social e acurta a
fenda dixital” (de Dios-Flores et al., 2022).
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